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What are big data?



What Happens in an Internet Minute?
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Big Data Size: The Volume Of Data

Continues To Explode
The Digital Universe 2009 - 2020

2009: 2010:  _ 2020:
0.8 1.2 =~ 35.2
Zettabytes Zettabytes Zettabytes







Processing Big Data
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Big Data

Siewert, S. B. “Biga data in the cloud”, IBM Developerworks, Tech. Rep., http://www.ibm.com/developerworks/library/bd-bigdatacloud/#what-is-big-data, July 9, 2013.



Volume

 Data set to be processed at a time is too large
* Data set is not too large but the collection of data set is large

« Volume of data set too large per se, but processing is time consuming perhaps
due to tfoo many IO operations

o s

Present of Big Data

Too big to handle 10



New Applications Driving Data Volume
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VOLUME OF INFORMATION
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Velocity

 Data arrive is faster than the processing capacity

« Results must be produced with certain delay bound, processing is limited by disk
I/0 throughput
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—uture of Big Data

Drinking from a firehose
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Variety

Structured Data Quasi-Structured Data
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Other V's

WHAT'S FREAKING US OUT HERE IS THAT WE'VE
FOUND A CORRELATION BETWEEN OWNINC CATS

AND BEINC STRUCK BY LICARATNINCG
L d
oo

*Valence: Non-trivial inter-relatedness of data

‘Veracity: The degree of certainty in data

Variability: variable interpretations




Why Big Data?



Revolutions needs Innovation...

Five historical cycles ...

Innovation

Fanic

1rer

Deployment

= Formation of My, ndustey
» Repeal of Corn Laws cpening 1829
trades

- FDIC, SEC

Dof.com
Collapse

= Build-oui of Intersiate

« IMF, World Bank, BIS

Current pericd of
Insatitutional Adjustment

= Joint stock companies
» |ndustry exploits economies 1873
of scale

- Separation of savings,

investmant eanks

highways

Sowre: "Technoogica! Revolutions and Fnancial Capial, Canofa Perez, 2002
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Takes time to deploy...

The deployment phase lasts 26 to 45 years ...

Innovation Deployment

w.-ﬂ— 27 Years —» m:
ﬂ .-l— 45 Years —» 15’

Dof.com Current paricd of
T Inatitutional Adjusiment

Soure; “Teohnological Rewolnions and Financial Capidl, Canola Persz, 2002
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ig Data and Enterprise

Big Data Market Forecast, 2011-2016 (in $US billions)
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2011 Big Data Pure-Play Vendors, Yearly Big Data Revenue (in $US millions)
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Wikibon

http://wikibon.org/wiki/v/Big_Data_Market_Size_and_Vendor_Revenues

Analytics: The real-world use of big data: How innovative enterprises extract value from uncertain data, Executive REport, IBM Institute for Business Value

Have not begun
big data activities

47 %

Planning big data
activities
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Big Data and the Goverment

How Did the Obama Campaign
Leverage Big Data This Election?

Data Consolidation
Merging multiple databases to facilitate
data sharing between separate teams

facilitated:

- \

Data Collection Through
Ongoing Experimentation

Including:

Data that provided Data that provided

universal insights insights about key

about volunteers, demographics in /

donors and voters || crucial regions
" facilitated: facilitated:

Optimizing large-scale (" “Getting small” by targeting
campaign activities specific demographics

e.g. reaching Miami-Dade women under
age 35 by buying ad slots during TV
series most favored by this demographic

\.

e.g. sending more emails from
Michelle Obama

20



Big Data and the Goverment

NSA

“Can vou explain all the emails you 've
received from Russia and Iran? ™

21



Big Data and Economy

FUtu re orientation Index 20 1 2 Based on Preis, Moat, Sf::l)éy:na; gi:l?::)aa’;r'lezis;

0.6 0.8 1.0 1.2 1.4

Ratio of Google searches for “2013" to searches for “2011"” during 2012 for 45 countries

"We see two leading explanations for this relationship between search activity and GDP. Firstly, these findings may
reflect international differences in attention to the future and the past, where a focus on the future supports
economic success. Secondly, these findings may reflect international differences in the type of information sought
online, perhaps due to economic influences on available Internet infrastructure."

22



What are the sources of data ?



Sensors

lllll exon . eton ,
NS
}D W 0n kﬂ During 2008, the number of things By 2_02_{] thefe will be
connected to the internet exceed 50 billion things
the number of people on earth R ==
2003 2010 , .

2020
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Mobile Traffic Growth (in ExaBytes)

30 @ Data: mobile PCs, tablets and mobile routers
@ Data: mobile phones
25 B Voice

20
15

10

2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020



bG Requirements

1@00@ X more traffic
/EO = /iOO X more devices

4

millisecond
latency

1

years M2M
\/ battery life

oG

Performance
requirements

2020+

M2M ultra low cost

Flat energy

/] Gbit/s
I i@ peak data rates

100

Mbit/s
wherever needed Ultra

H)I'\h’“s\\/
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You are What you Eat and Drink

* Food and drink became also a strong cultural aspect,
being able to describe strong differences

 Foursquare, created in 2009, registered 5 million users
in December 2010 and 45 million users in January 2014

* Possiblity to sense human activities related to food and drink
practices in large geographical areas

e Delineate and descr'lbe regions that have ¢ (T?\on cul’rur'al elements,
defining signatures ’r a‘r re resent cultural differences between
distincT areas around planet

Thiago H Silva, Pedro O. S. Vaz de Melo, Jussara M. Almeida, Mirco Musolesi, Antonio A. F. Loureiro, You are What you Eat (and Drink): Identifying Cultural Boundaries by Analyzing Food & Drink Habits in Foursquar , ICWSM 2014



You are What you Eat and Drink

g Big raw data
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* 4 7 million tweets containin check—iﬁé were gathered, each
one providing a URL to the Foursquare website (one-week
dataset same order of magnitude of the number of

interviews performed in World Values Survey in almost
three decades)

* Locationbased social networks (LBSNs)

* Location identified by free reverse geocoding API offered
by Yahoo (http://developer.yahoo.com)



You are What you Eat and Drink
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Figure 3: Correlation of preferences between countries.
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What is the role of networking in Big Data?



SE1
Big Data ...

and the Next Wave of InfraStress

John R. Mashey
Chief Scientist, SGI

Technology Waves: OK!

NOT technology for technology’s sake
IT'S WHAT YOU DO WITH IT

But if you don’t understand the trends
IT'S WHATIT WILL DO TO YOU —<=——

Uh=-oh!




“"Infrastress”

F\ Global trade starts here. ™

Alibaba Mall processes in a single day (Nov 11th, 2013) 105.8
million online transactions from 213 million users and 4.1
billion transactions



Map-Reduce

Partition (k', v')s from
Map(k v)--> (k', V') Mappers to Reducers Reduce(k' v'[) -> V"
according to k'

C
Mapper Reducer
Mapper |C Reducer
Mapper _|C Reducer \
- Output
Mapper |C Reducer :
Qutput
—
Output
e/
Output

Facebook Trace analysis: 30% to 50% of running time took
up by communication phase
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Machine Learning Algorithms

Supervised Unsupervised

(Classification) |

k Nearest Neighbors Hidden Markov Model
Support Vector Machine I
I

Neural Networks

Categorical

n 1 (Clustering and Dimensionality
8 Decision Trees Reduction)

> Random Forests | Principal Component Analysis
g Regression Singular Value Decomposition
g l Gaussian Mixture Model

O
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Machine Learning Algorithms

* The use of Latent Dirichlet Allocation algorithm for text mining
requires all sampled topics to be multicasted interactively, which can

exceed 1GB per interaction and over 1,000 interactions, leading to
terabytes of data to be multicasted

* Logistic Regression algorithm for Twitter and the Alternating least
Square algorithm for Netflix movie rating prediction take hundred of
interactions. In each interaction roughly 300MB are distributed,

leading to tens of gigabytes multicasted
* Multicast communication accounts for 30% to 45% of job
completition time



Networking for Big Data



Networking Requirements for Big Data

* Elastic bandwidth: to match the variability of volume
 High Speed data ftransfer

 Security: Access control privacy, threat detection, all in
real-time in a highly scalable manner

* Network partitioning to handle big data
 Network congestion control for big data applications
« Network service consistency



Optical Multicast

* Data analytics applications routinely need to distribute terabytes
of data from a central data source to hundreds of servers for
processing

* In Hadoop Distributed File System(HDFS), multicast sender
stores the data in HDFS and a multitude of receivers retrieve
the data from a few data replicas, creating very high fan-out on
the replicas. Bottleneck for over 40 recipients

* In Spark, a BitTorrent s‘l]rtyle P2P overlay amongf the recipient
nodes, but BitTorrent suffers from suboptimal multicast trees
that render high link stress, performs worse than HDFS

Y Xia, TSE Ng, XS Sun, Blast: Accelerating High-Performance Data Analytics Applications by Optical Multicast, IEEE INFOCOM 2015



https://scholar.google.com/citations?view_op=view_citation&hl=en&user=QNuyWR8AAAAJ&citation_for_view=QNuyWR8AAAAJ:hqOjcs7Dif8C
https://scholar.google.com/citations?view_op=view_citation&hl=en&user=QNuyWR8AAAAJ&citation_for_view=QNuyWR8AAAAJ:hqOjcs7Dif8C
https://scholar.google.com/citations?view_op=view_citation&hl=en&user=QNuyWR8AAAAJ&citation_for_view=QNuyWR8AAAAJ:hqOjcs7Dif8C
https://scholar.google.com/citations?view_op=view_citation&hl=en&user=QNuyWR8AAAAJ&citation_for_view=QNuyWR8AAAAJ:hqOjcs7Dif8C
https://scholar.google.com/citations?view_op=view_citation&hl=en&user=QNuyWR8AAAAJ&citation_for_view=QNuyWR8AAAAJ:hqOjcs7Dif8C

2 1-to-4 power splitters Network controller

Optical Multicast

—
i

ooa

oco

FE

MEMS optical circuit switch 2 servers, each with 2

* Inherent performance limitations of application-layer
overlays

* Difficult to performTCP-friendly congestion control in
network multicast traffic.

» Blast uses optical transmission to realize a physical-layer
broadcast medium, via passive optical power splitting, to
connect a data source To its receivers

* tailor-made control plane, capable of collaborating with data
analytics applications interactively, making resource
allocation decisions nearly optimally, and directing the data
flows in optical and electrical components in the network

Y Xia, TSE Ng, XS Sun, Blast: Accelerating High-Performance Data Analytics Applications by Optical Multicast, IEEE INFOCOM 2015
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https://scholar.google.com/citations?view_op=view_citation&hl=en&user=QNuyWR8AAAAJ&citation_for_view=QNuyWR8AAAAJ:hqOjcs7Dif8C

Optical Multicast

s)

Multicast completion time (m

No backéround traffic Light bacﬁgm—und traffic Heavy Dac_kgréund traffic

Y Xia, TSE Ng, XS Sun, Blast: Accelerating High-Performance Data Analytics Applications by Optical Multicast, IEEE INFOCOM 2015

I \aive unicast oversubscribe
I M\ aive unicast non-blocking
[ IHDFS oversubscribe

[ IHDFS non-blocking

[ ]Overlay oversubscribe

B Overlay non-blocking

I Blast
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SDN & Hadoop
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P. Qin, B. Dai, B,. Huang and G. Xu, "Bandwidth-Aware Scheduling with SDN in Hadoop: A New Trend for Big Data", arXiv:1403.2800, 2014



Big Data for Networking



Big data for Networking

* Traffic Classification

* Intrusion Detection

* Definition of new services and class of services
* Anomaly detection

* Fault detection

* Cognitive networks

* Network configuration

* Sevice level prediction



Definition of new Services and

Cl

Based on detailed customer profiles, telcos can differentiate customer service

ass of Services

models and develop individualized offer recommendations

= Who are the younger,
more digitally sawwy
customers?

= Which customers show
increasing/decreasing
spend?

= Which customers have
positive/negative
customer lifetime valua?

= Which customers

respond positively
to campaigns?

SOURCE: McKinsey

Customer demographics
v Gender

= Age

v Address

= Devices used

Billing data
= Monthly bil

» People sharing
products

» Acquisition costs

Marketing data
» Contact history
» Campaigns

» Products offered

v Customer care history

Customer lines
and products

» Lines
* Products
» Contracts

Carriage usage
= Vioice minutes’
call duration

= SMS/MMS
» Data download

Digital usage
» Web sites visited
» Searches

» Video content
download

= Which customers are paying
for multiple products and
senvices? Whose contracts
are about to expire?

= How are customers using
carriage products and
sanvices? Intensity? Time
of day? Location? Calling
circles?

= What content are customers
searching and buying online
with their data connectivity ?
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Identifying Communities of Website users

* Mobile operator in China
* Objective: to find website communities of users and identify their usage

beRavior
- o

i
] Traffic pli User behavior | | CLI

! analysis MR analysis MR analysis MR E

1 — —

Binar

ZooManager
/
LLET ey
a

input/output forma ‘t':—‘

IH=1=]<

eSS e e

Jun Liu, FengLi, Ansa

Node-B RMNC

- Gb/lu-ps R

"‘TI;; Collectors

@ Collectors

Monitors

S L =~y
Information Application
servers ! servers '
1 1
Gn —_—— Gi -

@ Collectors

ri, N." Monitoring and analyzing big traffic data of a large-scale cellular network with Hadoop", IEEE Networks, vol 28, n4, p 32-39, 2014
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Identifying Communities of Website users

* Traffic Monitor:
= Line-speed packet parsing (PPPoE, GRE at various interface Gb, Gn, Gi)
= Real-time traffic classification (19 sub-service classes)
= Multi-level traffic statistics (packet, flow and aggregate level)

 Hbase in HDFS Hadoop, key/value stored in a columnar manner
* Mining logs of HTTP:

= Affinity graphs models website usage

= Sparsified affinity graph constructed by employing a scale free fitting
index (node in-degree larger than a threshold)

= Nodes are ranked by an influence score



Identifying Communities of Website users

(a) (b) (c)

Figure 3. Website community identficiation: a) example of user distribution among websites; b) example sparsified affinity graph;
¢) identified website communites.
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Service Level Prediction

QoS and QoE parameters — Mapping Model

Objective Subjective
Measurements Measurements

Subjective
evaluation

SQoS ESQoS

(Network based) (Service based) ':
e.g. Packet Error Loss Ratio e.g. Web Page Loading Time

STy TSNS Y a s 4
[ r Ty It te it Iy

Bt Eisemeecos  Viable solut|on E,/

Objective
evaluation
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Service Level Prediction - VoD

Y: service-level metrics X: device statistics

- Video streaming: video frame - CPU load, memory load,

rate, audio buffer rate, RTP zne‘r\;\/or‘r GCT;Vi.SOCkeTS’
packet rate context switching,

Hprocesses, etc..
- raw data from /proc provided
by Linux kernel

» Building block for real-time service assurance for a
telecom cloud

R. Yanggratoke, J. Ahmed, J. Ardelius, C. Flinta, A. Johnsson, D. Gillblad, and R. Stadler, “Predicting Real-time Service-level Metrics from Device Statistics, IM



Service Level Prediction - VoD

« Statistical learning on low-level (OS-level) metrics, taking a large
number of features (> 4000) rather than few service-specific
features (<= 10)

* Measured metrics
* Video frame rate (frames/sec)
 Audio buffer rate (buffers/sec)
* RTP packet rate (packets/sec)

* Linear regression, Regression tree, Random forest, Lasso
regression

* Network statistics and client low-level metrics not considered
* Network and client machine are lightly loaded

R. Yanggratoke, J. Ahmed, J. Ardelius, C. Flinta, A. Johnsson, D. Gillblad, and R. Stadler, “Predicting Real-time Service-level Metrics from Device Statistics, IM



Service Level Prediction-VoD

» It is feasible to accurately
redict client-side metrics
ased on low-level device

statistics

* Normalized Megn Absolute
Error below 15% across
service-level metrics and
traces

* Preprocessing of X is critical

* Trade-off between
computational resources vs.
prediction accuracy

* No time dependence considered

Audio buffer rate (buffers/sec)
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Service Level Prediction- hybrid cloud

* Impact of intercloud link
bandwidth on makespan of
workflow execution

« Overestimation of available
bandwidth can lead to

. * Sor or ow broker c_‘ﬁ— M_L =
lcrgcsr;reased makespan and higher | v o UIIJTWIJHFWN
oo IaaS Provider 2

 Understimation of the
bandwidth leads to uncesseary
leasing of resources

* Available bandwidth varies
during execution of workflow

2

IaaS Provider n

Private cloud

GENEZ, T.; Luiz F. Bittencourt ; da Fonseca, Nelson L. S. ; MADEIRA, E. R. M. . Refining the Estimation of the Available Bandwidth in Inter-Cloud Links for Task Scheduling. IEEE
Transactions on Cloud Computing, 2015



http://lattes.cnpq.br/8269779905235226
http://lattes.cnpq.br/1870389730408675

Service Level Prediction- hybrid cloud

* Deflating fator to measured
available bandwidth

e Database with historical

data on performance
relating avaliable bandwidth,

type of workflow, deflating
fator, quality of information
and estimation erros

« Multiple linear regression

e Reduced the number of
disqualified solutions and
reduced costs

Hybrid Cloud

;

Resource
Monitor

Uncertain

p

—»

b

Available
Bandwidth

/;A

Procedure

VMs
File
Reduction factor
U
— Scheduler

Workflow

/

GENEZ, T.; Luiz F. Bittencourt ; da Fonseca, Nelson L. S. ; MADEIRA, E. R. M. . Refining the Estimation of the Available Bandwidth in Inter-Cloud Links for Task Scheduling. IEEE

Transactions on Cloud Combutine 2015

DAX
File
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http://lattes.cnpq.br/8269779905235226
http://lattes.cnpq.br/1870389730408675

Big Data for Network Management and Operation

Big Data focuses on this step only
Depends on availability of data

Ana |ytiCS life CyC|e No consideration of network context

Collect & store

Challenge 1:
RMON etc Dcete;{nine what tc:i se.tup
Challenge 2: DCM on Igur;7 ever{w el\:lce
Inconsistencies in processing IPSLA threshold across the network —

capabilities, configuration Netflow dJ Rep f_’og;an; ze?/v?rk I
Hard to use = rarely used Syslog/ESM ynamically oiistically

filter
export generate

aggregate
Challenge 3: 3 . . :
Embedded ang/yﬁcs, e.g. sample Generating, exporting data is expensive
continuous queries, Can provide any but not ALL data
trending, baselining Needs vary with time, task, PIN

& 20 19 TISCO I O1 1S Sates. A 1ights reserved.

A. Clemm, M. Chandramouli and S. Krishnamurthy, DNA: An SDN Framework for Distributed Network Analytics, IEEE/IFIP IM 2015



Big Data for Network Management and Operation

High-Level DNA Architecture e

. +  What - Data + Query
“Interfaces with top-10 percentile utilization

«  Where — Network Scope
« When
Task Manager _

Scope Task
resolv. orchest LLE

Network analytics

Task decomposition into maplets
Deployment and status monitoring
Result collection

DNA embeds Report, :
Result correlation through reducelets

Big Data Smarts Discover, Deploy

into the network e (Netcon)

PFIX sysiog)

Device analytics Data source setup
Embedded Analytics Processing

DNA Task Manager Analytics Resource monitoring & housekeeping
izl Data Handlers Engine (CQE) Container-based, NOS-independent

N~

DA combines SDN Cortrol

and embedded network intelligence

© 2015 Cisco andlor its affiliates. All nghts reserved.

A Clemm M Chandramouli and S Krichnamurthv DNA: An SDN Eramework for Dictribiited Network Analvtice IEFFE/IEIP IM 2015



Verification of Forwarding Tables

« 10,000s switches in modern data centers

* Tradictional approach of scaling-out and redundant design
assumes correct reaction to erros

« Dormant bugs in routing systems friggers rare boundary
counditions, some times perceived when benign event
happens

» Two major deficiencies of available tools:

»Assumption of consistente snapshot of forwarding tables
»Not sufficiently fast to meet requirements of modern datacenters

H. Zeng, S. Zhang, F. Ye, V. Jeyakumar, M. Ju, J. Liu, N. McKeown, Amin Vahdat, Libra: Divide and Conquer to Verify Forwarding Tables in Huge Networks. NSDI 2014: 87-99



Verificationof Forwarding Tables

Data Plane Tickets in a Google

e @ @ 9 Data Center
I missing Ml loop
e e e e .

(a) Normal ) Loops 7.5 I I
IS
o
=4
@
o]
1 2 3 4 5 6 7 8 9 10 11 12 13 14

(c) Blackhole {d) Incorrect Snapshot
Month

* Loops - usually caused by prefix aggregation
* Black-holes - lost BGP updating information

* Inconsistent snapshot - in an event of failure, changes to
forwarding table may conflict with previous forwarding
information

H. Zeng, S. Zhang, F. Ye, V. Jeyakumar, M. Ju, J. Liu, N. McKeown, Amin Vahdat, Libra: Divide and Conquer to Verify Forwarding Tables in Huge Networks. NSDI 2014: 87-99 58



Verification of Forwarding Tables

* Reachability - subnet can be % N
r'eaChed fr'OI’n Gny SWlTCh, @'ﬁ ‘ MapReduce
depth-first-serach from the =7 I
subnet switch, verify if all ~j
other switches are e | fRudes Shard 1 M’ / R
r'CGChable DUmper ' f;JRules Shard 2 ,r’;aﬂ \'-1 -

* Loop detection - strongly AN ) I/ =\
conhected component ( m \ |/ s s M

» Black-role - if a switch does '“— " ../ E—ﬂ opar o
not have a matching entry e

for the subnet . J



Verification of Forwarding Tables

* Libra: Dive-and-Conquer approach | Daaset | Switches | Rules | Subnets
DCN-G 1,126,001 | 265,742,626 | 1,113,600
INET 316 151,649,486 482.966
DCN | DCN-G | INET
Machines 50 20.000 50
Map Input/Byte 844M | 52.41G | 12.04G
Shuffle Input/Byte | 1.61G [6.95T | 5.72G
Reduce Input/Byte | 15.65G 132T 15.71G
Map Time/s 31 258 76.8
Shuffle Time/s 32 768 76.2
Reduce Time/s 25 672 16
Total Time/s S7 906 93 .




Fault Identification and Location

« Some network failures become silente failures to mobile
operators; difficult to establish rules for failure detection

* Most failures are not reported to call centers

* Monitoring Tweeter to detect failure in mobile services
v "Why can’ t I text messages ?"

* Most tweets are not related to network failure
v'I dropped my phone in toilet when I called my friend

Takeshita, K., Yokota, M. and Nishimatsu, K. Early network failure detection system by analyzing Twitter data, IEEE/IFIP IM 2015



Fault Identification and Location

Keyword Feature ML Threshold Checking
Filter Extraction Filter Location Estimation
N
/ Keyword-matched Keyword-matched &
All Tweets Tweets Classified as True
Tweets
* Two requirements: m a’
v'reduction of false positives and Unmatched Clasifed as Fale

v'location and when incidente happened
* Imbalance between network failure teweets and others
* Closeness of network failure tweets and false positives

* Three stages: keyword filtering, machine learn filter and
alert system

Takeshita, K., Yokota, M. and Nishimatsu, K. Early network failure detection system by analyzing Twitter data, IEEE/IFIP IM 2015



Tweet stats of 2012-2-7(failure 4)

Fault Identificationand = A

t— PR— around the failure are. —

raw bweet (false tweet)

raw btweet (false tweet)
raw btweet (network failure tweet)
raw btweet (network failure tweet)
raw tweet (network failure tweet)

_—7
tweeted time raw tweets (network failure score obtained
tweets are enhanced) from regression

- Keyword filtering: selection of features related to network failure
v' 4398 network failure and 6924 false positives
v' 10K tweets/sec for 40 keywords

* Four diferente techniques in machine learning filtering: SVM with and
without Guassian Kernel, Naive Bayes and Adaptative gegular'iza’rion of
weights
v 1% of raw tweets,
v Capacity of 1 K tweets per second
v'1 hour to construct a model

* Location: name of city, station or landmark; use of gazetteer and
kernel density estimation to estimate location of fault; known GPS
location of tweets

v"Heavy processing load; 0.2 users/second



Radio Environment Maps

+ Spatial maps of received signal strengths can be used in dynamic
spectrum access 1o, for example, disCover coverage holes in
cellular networks

* Perfrom drive test to collect data and perform spactial
Interpolation

» Methods from Spatial statistics, such as Kriging, are accurate
and robust. However, its complexity is () where nis the
number of measurement points

* Current used approaches can only give a rough estimation since
propagation simulations have inherent innacdracies due to limited
information on landscape date. Moreover, drive tests are too
expensive

64



Radio Environment Maps

* Minimization of drive tests developed by 3GPP makes every
mobile phone a spectrum measurement device, making
available a large number of path loss or received signal
strength and GPS location information

 Operators can harvest unprecedented amount of data

» Employment of fixed rank kriging techniques with linear
computational complexity to process hundreds of thousands
of measurements, spatial estimate

 Model fitting takes 20 seconds of computation in a desktop
and individual predictions less than miliseconds



Radio Environment Maps
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Figure 1. Example of a typical spatial estimation task in management of wireless networks. The map on
the left shows the actual coverage of a digital TV network over Germany (total area of approximately
350,000 km2), whereas the middle and right figures show spatial estimates based on 10,000 and 27,000
distributed measurements, respectively.

Christine Jardak, Petri Mdhonen, and Janne Riihijarvi, Spatial Big Data and Wireless Networks: Experiences, Applications, and Research Challenges, IEEE Networks, pp 26-31, vol 28, n 4, 2014
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Performance Evaluation



"Traditional” Analytical Modeling

prediction
the real system mental the model the future

abstraction

@)

M+ LBy =2

e —
model
refinement

th"é-;).b‘] ectives

measurement
experimentation

Edmundo Sousa e Silva, Avaliagdo de Desempenho e Aprendizado de Maquina: uma Dupla Dinamica, Wperformance 2015
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Analytics

the real system

lots of data
BIGDATA

prediction

@

]  mental the model i the future
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Some Research Problems

« Understand the traffic generated by Big Data ?rocessing
to evaluate the need for novel congestion contro
mechanisms

* Process data at the edge of the network and transport
partial results - use of distributed machine learning
algorithms

* Investigate how software defined network and network
function virtualization can be explored for application-aware
networking, specially for congestion control

* Lavarage the integration of "traditional” analytical modelling
and machine learning techniques for performance evaluation
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* My hearthy thank you for ITC27 organisers, especially to
Michela Meo, Sabine Wittevrongel and Peter von Daele

* Alexander Clemm, Edmundo Sousa e Silva and Rolf Stadler for
providing some slides

« ITC atendees for their attention and sincere aplogies for not
being able to make it to Ghent
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