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Objectives of this tutorial 

n  General issues 
q  Learn motivations to green ICT as a research field 
q  Enlighten the positive and negative role of ICT  

n  Networking: focus on wireless 
q  Review some of the approaches under 

investigation by the scientific community 
q  Identify challenges that need further studies 
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Objectives of this tutorial 

n  What the tutorial does not provide 
q  View of the problem in terms of energy production  
q  Overview of electronic and physical layer solutions 

(focus on networking) 
q  Definite solutions/answers to the most important 

questions related to energy efficiency in 
networking 

q  Tools to evaluate the environmental impact of 
energy consumption and ICT devices production 
and dismissal  
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Agenda 

n  Energy as a major issue  
n  Energy as an issue for ICT 
n  A few data on data centers 
n  Consumption in the networks 
n  The case of cellular access networks 

q  Sleep modes 
q  Network sharing 
q  Powering with renewable energy sources  
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A project on energy efficiency 

n  TREND – http://www.fp7-trend.eu/ 
Towards Real Energy-efficient network design 
q  FP7 - Network of Excellence with 12 partners (2 

manufacturers + 3 telecom operators + 7 university 
groups) + Collaborating Institutions 

q  Coordinated by Marco Ajmone Marsan in my group 
q  Duration: September 2010 – November 2013 
q  Effort: 483 person/months  
q  Project budget: 4.5 M€, EC contribution: 3.0 M€ 
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TREND Consortium  

Politecnico di Torino 
Universidad Carlos III de Madrid 
Interdisciplinary Institute for Broadband Technology 
Technische Universitat Berlin 
Ecole Polytechnique Federale de Lausanne 
Consorzio Interuniversitario per le Telecomunicazioni 
Panepistimio Thessalias 
Alcatel- Lucent Bell Labs France 
Huawei Technologies Duesseldorf GmbH 
Telefonica Investigacion Y Desarrollo SA 
France Telecom SA 
FASTWEB SPA 

Academic  

Manufacturers 

Operators 
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n  Fondazione Ugo Bordoni, Italy 
n  Technische Universitat Dresden, Germany 
n  Deutsche Telekom Laboratories, Germany 
n  Institute IMDEA Networks, Spain 
n  ICAR-CNR (CNR Inst. for High Performance Computing and 

Networking), Italy  
n  International Hellenic University, Greece 
n  INRIA (Inst. National de Recherche en Informatique et en 

Automatique), France  
n  Boston University, USA 
n  Zuse Institut Berlin, Germany (signature pending) 

Current Collaborating Institutions 
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TREND actions 
n  Holistic view of green networking, putting together 

different competence and research interests 

n  Coordination and creation of an identity for the European 
research on energy-efficient networking through 
integration and collaboration 

n  Work on specific technical objectives  jointly pursued 
within the Network of Excellence 

n  Establishing contacts and links among FP7 projects, 
national programmes and with projects outside the FP7-
framework (i.e., GreenTouch) 

n  Dissemination of the TREND know-how and view on 
green networking 
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Introduction 
 

Data and motivations 



What’s all this “green networking” 
about?  
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The Problem 

n  Energy is becoming the issue of our future 
" Energy consumption is causing dramatic climate 

changes 
" We depend on energy which is becoming scarse  

n  We must cope with this and reduce energy 
consumption in all sectors,  

ICT and networking included 
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Climate changes 
The atmosphere is threatened by human  

inducted  climate changes 
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Climate changes 
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Who is the culprit?  

•  The main global warming culprit is carbon 
dioxide, CO2 

•  Gases that react to form smog  
•  Fine particles such as black carbon 

•  80% of the increase of CO2 in the air in the 
last century is due to fossil fuel burning 
(20% deforestation) 
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Energy sources 

Source: Energy Information Administration (EIA), International Energy – Annual 
Energy Outlook 2009 
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Energy sources 

Source: NASA, Goddard Institute for Space Studies, NY, USA. 

danger 
level 
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World electricity generation from 1971 to 2010 by fuel (TWh) [source IEA] 

Fossil technologies 
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Fossil fuel prices 
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 EU ENERGY TRENDS TO 2030 
 

  
  EU Energy Baseline (2009) and Reference Scenario   

 BASELINE 2009 
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vestment; their recovery is also projected to 
be slow. Iron and steel industry is projected 
to remain active in the EU taking benefits 
from restructuring towards higher use of 
scrap material and the production of higher 
quality end products as a result of technology 
progress. 

The macro-economic and sectoral projections are 
available by Member State.  

World Fossil Fuel Prices 
The energy projections are based on a relatively high 
oil price environment compared with previous projec-
tions and are similar to reference projections from 
other sources1. The baseline price assumptions for 
the EU27 are the result of world energy modelling 
(using the PROMETHEUS stochastic world energy 
model) that derives price trajectories for oil, gas and 
coal under a conventional wisdom view of the devel-
opment of the world energy system.  

International fuel prices are projected to grow over 
the projection period with oil prices reaching 
88$’08/bbl   (73  €’08/bbl)  in  2020  and  106$’08/bbl   (91  
€’08/bbl)  in  2030.  Gas  prices  follow  a  trajectory  simi-
lar to oil prices  reaching  62$’08/boe  (51  €’08/boe)   in  
2020  and  77$’08/boe  (66  €’08/boe)  in  2030  while  coal  
prices increase during the economic recovery period 
to  reach  almost  26$’08/boe  (21  €’08/boe)  in  2020  but  
then  stabilize  at  29$’08/boe  (25  €’08/boe)  in  2030.2  

Figure 3 shows the development of fossil fuel prices 
in the Baseline scenario. It shows a constant increase 
of prices, but the ratio between the prices is expected 
to stay relatively constant in future projections (see 
Figure 4). 

                                                   
1 This refers to energy projections from the US Energy Information 

Administration (EIA) and the International Energy Agency (IEA). 
The EIA International Energy Outlook 2009 assumed 130 
$/barrel in 2007 prices for 2030, equivalent to 134 $/barrel in 
2008 prices. The IEA World Energy Outlook 2009 assumed 115 
$/barrel in 2008 prices for 2030.  

 
2 Stability of nominal exchange rates from 2020 onwards (men-

tioned under point 1.5 on page 24) in the presence of higher US 
inflation compared with inflation in the EU implies a decrease in 
the  real  $/€  exchange rate that is relevant for this comparison of 
real prices; this development reflects also the slowdown of eco-
nomic growth in the EU due to demographic change (ageing 
population). 

FIGURE 3: WORLD FOSSIL FUEL PRICES 

 

The evolution of the ratio of gas and coal prices can 
to a great extent influence the investment choices 
taken by investors in the power sector. A relatively 
low gas to coal price ratio up to the year 2000, to-
gether with the emergence of the gas turbine com-
bined cycle technology, led to investments in gas 
fired power plants. The investments decreased after-
wards due to significant gas price increases. As the 
gas to coal price ratio is projected to remain rather 
stable (around 2.5), the investment decision will 
highly depend on the carbon price. Any volatility in 
the carbon price will lead to high uncertainty for in-
vestors in the power sector.  

FIGURE 4: RATIOS OF FOSSIL FUEL PRICES 
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n  Information and Communication Technologies 
(ICT) plays a positive role for energy saving: 
q  moving bits instead of atoms 

n  intelligent transport systems 
n  teleworking and telecommuting 
n  e-commerce 
n  electronic billing 

q  new manufacturing systems 
q  sensors to monitor and manage our environment 

n  smart buildings, neighborhoods, cities … 

What about ICT? 
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ICT positive role 

n  ICT will allow saving of the order of 
q  25-30% in manufacturing 
q  26% in transport sector 
q  5-15% in buildings 

   for a total of about 17-22% 
n  Moreover, ICT is expected to significantly improve the 

energy generation, transport and utilization through the 
novel concept of Smart Grid 

Source: Ad-hoc Advisory Group „ICT for Energy Efficiency“ of the European 
Commission DG INFSO, 2008. 
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ICT sector is also a great consumer! 

… but 

“ICT alone is responsible of a percentage which 
vary from 2% to 10% of the world power 
consumption.” 
 

“Electricity demand of ICT is almost 11% of the 
overall final electricity consumption in Germany.” 
 

“ICT sector produces some 2 to 3%of total 
emissions of greenhouse gases.” 
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Source: M. Pickavet et al,  “Worldwide Energy Needs for ICT: the Rise of  
Power-Aware Networking,” in IEEE ANTS Conference, Bombay,  India, Dec. 
2008. 

Which ICT? 
need to work on 

all sectors 
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Consumption is increasing 
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 Page 9 of 39  

3.1.4 Overall trends and observations 
In Figure 2 we show the evolution of the worldwide electricity use of communication 

networks, PCs and data centers.  
Growth trends — Over the last five years, the yearly growth of all three individual 

ICT categories (10%, 5%, and 4% respectively) is higher than the growth of worldwide 
electricity consumption in the same time frame. The combined electricity consumption of 
communication networks, personal computers and data centers is growing at a rate of nearly 
7% per year (i.e., doubling every 10 years), with the strongest growth observed in 
communication networks. All growth rates have decreased compared to what we predicted in 
a similar study five years ago. This can partly be attributed to a shift to more energy efficient 
technologies (such as from CRT to LCD monitors, and the introduction of server 
virtualization), and potentially to the effects of the global financial crisis in 2008. 

Absolute power consumption — In 2012 each category accounts for roughly 1.5% of 
the worldwide electricity consumption. This highlights the need for energy-efficiency 
research across all three domains, rather than focusing on a single one. Taken together, the 
relative share of this subset of ICT products and services in the total worldwide electricity 
consumption has increased from about 3.9% in 2007 to 4.6% (or 900 TWh) in 2012. 
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Figure 2: Evolution of worldwide electricity use of networks, PCs and data centers (solid lines, left axis) and 
total worldwide electricity use (dotted line, right axis). 

In the future, frequent estimates of the worldwide electricity use by ICT will be 
essential to provide timely feedback if indeed ICT electricity consumption remains relatively 
small, or instead continues to grow at an unsustainable rate. 

 
Publications: 

[1] W. Van Heddeghem, S. Lambert, B. Lannoo, D. Colle, M. Pickavet, P. Demeester, 
“Trends in worldwide ICT electricity consumption from 2007 to 2012”, submitted to 
Computer Communications. 

[2] S. Lambert, W. Van Heddeghem, W. Vereecken, B. Lannoo, D. Colle, M. Pickavet, 
Worldwide electricity consumption of communication networks, Optics Express 20 
(2012) B513–B524. 

Source: TREND Final Deliverable on “Assessment of power consumption in 
ICT”, 2013. 
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Consumption is increasing 
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Fig. 3. Worldwide use phase electricity consumption of communication networks (columns,
left axis) and share of networks in total worldwide electricity consumption (dotted line,
right axis).

communication networks only consumed about 1.3% of worldwide electricity in 2007, their
relative contribution has increased to 1.8% in 2012.

6. Comparison with previous studies

To validate our results we list a number of power consumption values from related studies in
Table 5. The Smart 2020 report [9] estimate for the use phase carbon footprint of telecoms
infrastructure and broadband modems is converted to an electricity consumption value assum-
ing an average worldwide conversion factor of 500 gCO2/kWh [24]. Considering our value for
2012 and the growth rate for 2007-2012, 414 TWh in 2020 seems to be a rather conservative
estimate. The calculation in the Smart 2020 report is based on the assumption that the number
of mobile, fixed and broadband accounts will reach 7 billion in 2020, whereas our subscrip-
tion data suggest that the aggregated number of subscriptions has already exceeded 8 billion in
2012 (see Table 1). In the Smart 2020 report itself, the authors note there is a high degree of
uncertainty in the telecoms figures.
The 2007 value from Malmodin et al. [10] for operator networks is about 25% lower than

our value (assuming offices and retail make up 13% of the value they provide). This difference
can probably be attributed to the fact that they used a different sample and did not distinguish
between fixed broadband and fixed telephony users in their calculation method. Their value
for office networks is similar to our value. For broadband modems their value is significantly
higher than our result (which is 25.1 TWh/y). This is due to the fact that they assume relatively
high per-user power consumption values (9 W per modem plus an additional 9 W per router,
with one router for every two modems).
In a 2011 study by Kilper et al. [6], an estimate is given for the average power per user

for mobile and fixed access, core and metro networks (Fig. 5 in [6]). When we add up these
per-user values and multiply them by our global subscription numbers (mobile and fixed broad-
band, see Table 1), we obtain very high values for the mobile network power consumption in
2007 and 2012. Since we do not know the breakdown of the electricity consumption among
different services, we do not know the power consumption per mobile user in our results, but
we can make a rough estimate based on the electricity consumption and subscription numbers
of the two operators in our sample that offer (almost) exclusively mobile services: China Mo-
bile and Vodafone. The electricity consumption for these mobile operators is between 0.75 and

Source: S. Lambert et al., “Worldwide electricity consumption of 
communication networks,” Optics Express, Vol. 20, Issue 26, 2012 



Traffic growth 

Source:  Cisco VNI, 2014.  
 

number of 
devices grows 
(new markets) 

new and more 
traffic intensive 

services 
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Data Centers 



Consumption due to data centers 

Source: Report to Congress on Server and Data Center Energy Efficiency 
Public Law 109-431. U.S. Environmental Protection Agency ENERGY STAR 
Program , August  2007  

61TWh≈1.5% 
national 

consumption  

factor 2 

Michela Meo – Politecnico di Torino 



Michela Meo – Politecnico di Torino 

Power Usage Effectiveness (PUE) 
Metric used to evaluate the efficiency of the Data Center 

 

 
 

 
 

 
 

PUE =
P
DC

P
comp

power to the DC 

power for computing 
elements 



Power Usage Effectiveness (PUE) 
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Energy Efficiency Metrics - PUE 
Power Usage Effectiveness (PUE) is the metric that characterize the efficiency 
of the NCPI equipment. PUE is the inverse of Data Center Infrastructure 
Efficiency (DCiE) metric. 

100
__

__ x
DatacentertoPower

ITtoPowerDCiE 

1
__

__1
 PLFCLF

ITtoPower
DatacentertoPower

DCiE
PUE

Cooling Load Factor normalised to IT Load. 
losses associated to power consumed by 
chillers, airconditioners, pumps,.. 

Power Load Factor normalised to IT Load. 
losses associated to power dissipated by 
switchgear, UPS, PDU 

10,1

1,1





DCiE
P
P

PUE
DCiE

PUEPLFCLF
P
P

PUE

IN

IT

IT

IN

Dr. George Koutitas: TREND, PhD School, Turin, 2013 

Energy Efficiency Metrics - PUE 
A study over 24 different datacenters operating in different regions is 
presented below 

 
PUE equal to 1.83 means that 1.83 times more energy is consumed in total by 
the datacenter than the amount of energy delivered to IT equipments. 

The mean value of the measured 
PUE is 1.83 or 0.53 (53%) DCiE. This 
means that almost 53% of the 
power that enters the data center is 
wasted for cooling and power 
delivery in the non critical 
components. The rest 47% is used 
for data processing 

Dr. George Koutitas: TREND, PhD School, Turin, 2013 

High values of PUE in many data centers 
 
 

 
 

Source: “Self-benchmarking guide for high-tech buildings,” data from 
the LBLN data base centers in the LBNL database, http://hightech.lbl.gov/ 
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Current solutions for data centers 

n  Improve infrastructure (power and cooling) 
q  Liquid cooling 
q  Improve efficiency of chillers, funs and pump 
q  Improve transformers and power supplies 

n  Reduce cooling needs (cooling consumes as 
much as 40% of the operating costs) through 
specific physical layouts 
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Current solutions for data centers 
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Beyond PUE 

Servers generally operate in a low utilization region 

 

 
 

 
 

 
 

Most mass is in 20%  
to 40% range 

Source: L.Barroso, U.Holzle, The case of energy proportional computing, 
ACM Computer Journal, Volume 40 Issue 12, December 2007.  
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Servers 

current design 
 
  

 

 
 

 
 

 
 

When idle, 
power is 50% 

of full load Energy efficiency = 
utilization 

over power 

Source: L.Barroso, U.Holzle, The case of energy proportional computing, 
ACM Computer Journal, Volume 40 Issue 12, December 2007.  
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Power use is almost 
proportional to 

utilization 

Source: L.Barroso, U.Holzle, The case of energy proportional computing, 
ACM Computer Journal, Volume 40 Issue 12, December 2007.  

Servers 

Ideal load proportional design 
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Current solutions for data centers 

n  Consolidate servers and storage & eliminate unused 
servers 
q  Algorithms to free up servers and put them into sleep mode or to 

manage loads on the servers in a more energy-efficient way 
q  Sensors identify which servers would be best to shut down 

based on the environmental conditions 

n  Adopt “energy-efficient” servers or more efficient 
components 

n  Enable power management at level of applications, 
servers, and equipment for networking and storage 

Michela Meo – Politecnico di Torino 



Networks 



Wired network 

User terminals: 
70% of power 
consumption 

30% of power 
consumption 
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Internet 

Core 

Backbone 

Metro 

Feeder 
Networks 
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Core	  
10%	  

Backbone	  
19%	  

Metro	  
6%	  

Feeder	  
65%	  
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Network devices 
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Mobile networks 

90% of power 
consumption 

Users terminals: 
10% of power 
consumption 

Order of the OPEX! 
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Mobile networks 

3 billion x 0.1 W = 
0.3GW 

 

3 million x 1.5 kW = 
4.5GW 

 

10,000 x 10 kW = 
0.1GW 

 

According to an estimate of  
Nokia Siemens Networks,  
worldwide… 
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Which segment of the network? 

Terminals: 
Already very efficient 
by design   

Core devices: 
• Consume much 
• Are relatively few 
• Very critical  
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Which segment of the network? 

Access network: 
•  Consume quite a lot 
•  Many devices 
•  There is some redundancy 
•  Less critical  
•  Very close to the user, high traffic 
variability 
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A key concept: load proportionality 

load 
Pidle=0 

Ppeak 

po
w

er
 

Ideal situation: 
Power consumption 

depends on load 

load 

Pidle>>0 

po
w

er
 

Actual situation: 
Power consumption only 

(very) marginally 
depends on load 
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Traffic is variable 
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Fig. 4. Double switch-off: network saving versus the parameter L for the synthetic traffic profile.
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TABLE I
CASE STUDY: SAVINGS WITH DIFFERENT SWITCH-OFF SCHEMES

Switch-off scheme S[%] - Business weekday S[%] - Consumer weekday

Single (8/9) 44.2 49.3
Double (5/9)-(8/9) 47.5 51.0
Triple (3/9)-(5/9)-(8/9) 48.7 51.3
Maximum (Least-Loaded) 50.0 52.0
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Network solutions: adapt capacity 

n  Network consumption mainly depends on  the 
deployed capacity not on the used capacity 

n  Due to natural traffic variability, the network 
results over-dimensioned and wastes energy 
for long periods of time 

Adapt capacity to actual 
traffic needs 
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Possible approaches 
n  Use adaptive speed techniques at links/

devices   
q  Can work on different (usually small) time scales 
q  Need to manage interactions between devices 
q  Need to cope with distributed decisions locally 

taken by the devices 

load 

po
w

er
 

Gain by making 
consumption more 
load proportional 

Michela Meo – Politecnico di Torino 



Possible approaches 

n  Use sleep modes in portions of the network, need to 
q  Guarantee connectivity 
q  Provide service continuity during transient periods 
q  Update routing and distributed state information 

Pidle>>0 

Psleep≈0 

load 

po
w

er
 

Gain by reducing the 
effect of Pidle 
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Where in the network? 

High connectivity 
à feasibility 

High aggregation levels 
à  vulnerability 
à  smooth profiles 
(less effective) 
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Energy 
efficient 

solutions 

OPEX 
Reduction 

Laws and 
rules 

Customers 
attitude and 
sensitivity 

Which business model? 

Quite urgent for mobile 
operators (most of the cost at 
the operator side) and DCs 
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Already effective 

Might play a 
central role 



Solutions to reduce  
power consumption 

Technologies 

Innovative materials with 
higher heat dissipation 

Increase use of photonic 

Use of low consuming 
power states and/or 
speed adaptation 

Portions of the devices 

Whole devices through 
consolidation 

Portions of the network 
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Solutions for individual devices 

n  Use low clock frequencies/link rates to reduce 
consumption when load is low 

n  Use dynamic voltage scaling (DVS) in the internal 
electronics 
q  CMOS circuits can operate at varying voltage levels 
q  Voltage levels vary dynamically jointly achieving 

desired performance level and energy minimization 
q  Low voltage à low consumption &  

          à increased delay  
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Individual devices: 
Discussion and open issues 

n  The use of rate adaptation/dynamic scaling 
require  
q  Careful choice of the time scale 
q  Need for accurate load predictions 
q  Risks of bad interaction with other devices close by 

n  Trade-off between saving/reactivity to traffic 
variations à saving/performance 

n  They tend to provide load proportionality working 
at small time scale 
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Solutions at the link level: 
Energy Efficient Ethernet 

n  Links are typically lightly used 
n  Lower data rates consume less power 
n  Adapt link bandwidth or data rate to actual load  

Adaptive Link Rate (ALR) 
n  High data rate for high load 
n  Low data rate for low load  

(most of the time) 
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Source: C. Gunaratne, K. Christensen, B. 
Nordman, S. Suen. Reducing the Energy 
Consumption of Ethernet with Adaptive Link 
Rate (ALR), IEEE TRANSACTIONS ON 
COMPUTERS,VOL. 57,NO. 4,APRIL 2008. 

desktop PC 

qLow qHigh 

packets 
Link 

Link to LAN switch 



Link level: 
Discussion and open issues 
n  Some energy savings is possible at link  

q  Due to low utilization levels of the link 
q  Bursty need for high bit-rates 

n  Saving/performance deterioration trade-off 
n  Possible critical interactions with higher level 

protocols: 
q  When TCP ACK flow is regular, little saving 
q  TCP control loop might have bad interactions with 

ALR control loop 
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Cellular access networks 
 



Consumption figures 

n  Access+backhaul account to 0.3% of global 
consumption 

n  The consumption of a typical BS varies 
between 0.5kW to 2kW 

n  Elements on the core network consume up 
to 10kW, but they are much fewer 

n  Mobile terminals consume very little, no 
more than 10% of the total 
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Traffic growth 
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Source:  Cisco VNI Mobile, 2014.  
 

Mobile network traffic is 
expected to grow by an order of 

magnitude in 5 years 



Traffic growth 
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Source:  Cisco VNI Mobile, 2014.  
 



Base station consumption 
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BS efficiency 
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Source:  L. M. Correia et al. Challenges and Enabling Technologies for Energy 
Aware Mobile Radio Networks. IEEE Communications Magazine, Nov. 2010. 

Typical 3G BS power consumption 
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On the other hand, the potential energy savings
of advanced PAs and other system components
that, e.g., improve the power efficiency at low
load, may also be assessed.

ENERGY EFFICIENCY METRICS
One of the most commonly used metric for
measuring the energy efficiency of a communi-
cation link is the consumed energy over the
number of information bits in [Joule/bit]. For
cellular networks, this metric relates the total
energy consumed by the entire network to the
aggregate network capacity. As the measure
[Joule/bit] relates the cost (in terms of energy)
to the generated utility (information bits), this
metric is appropriate to assess the energy effi-
ciency at full loads. On the other hand, when
the network is operated well below its capacity,
the main objective is to minimize the power
consumption to cover a certain area, in which
case [W/m2] is deemed the most relevant energy
efficiency metric. 

There is a multitude of further figures of
merit for optimising the different aspects and
components of the wireless system, e.g., quality
of service parameters, such as error rate, delay
(jitter), as well as a fair distribution of the indi-
vidual user throughputs throughout the network.
Energy efficiency metrics complement  the afore-
mentioned figures of merit, rather than replacing
them; otherwise, optimisation may just improve
towards one direction, at the expense of other
important aspects.

COMPONENT LEVEL POTENTIAL
In order to improve the total energy efficiency
of cellular networks, special attention needs to
be paid to the different base station compo-
nents, as they are the main contributors to the
total energy consumption. To this end, one
needs to analyze the power consumption of dif-
ferent radio components for relevant traffic sce-
narios. As an example, Fig. 2 shows a typical
power consumption of macro-cellular radio
access equipment.

Figure 2 reveals that a significant portion of
the energy is consumed in the power amplifica-
tion process, since sufficient power is needed to
reach distant terminals with high path losses.
Unfortunately, power amplification has a rather
poor efficiency, reaching up to 50 percent for
maximum load, but degrading to much lower
values in medium and low load situations. This is
a major reason why the power consumption in
cellular networks is, to a large extent, indepen-
dent of the traffic load (Fig. 1).

For this reason, in addition to the application
of advanced power amplifiers, new power man-
agement concepts are to be devised that adapt
to varying traffic load. Introducing scalability
into hardware components, and supporting them
by dynamic power management, enables the
adaptation of energy consumption to actual per-
formance requirements. Further power savings
are facilitated by the deactivation of components
in time periods of no operation.

IMPROVING THE POWER AMPLIFIER EFFICIENCY
Modulation schemes used in WCDMA/HSPA
and LTE are characterized by strongly varying
signal envelopes, with peak-to-average power
ratios (PAPR, also known as crest factor) exceed-
ing 10 dB. On the other hand, to attain the quali-
ty of transmitted radio signals requested by the
standards, a high linearity of the amplifiers is
required, hence, PAs must operate well below
saturation, leading to poor power efficiency.

To increase the power efficiency, signal con-
ditioning algorithms, like crest factor reduction
(CFR) for decreasing the PAPR and digital pre-
distortion (DPD) for increasing the PA linearity,
must be applied to enable the PA operation
closer to saturation. Furthermore, PAs based on
special architectures must be used to achieve
high efficiency values. For example, Doherty
PAs, which contain one main amplifier always
active and an auxiliary one active only when sig-
nal peaks occurs, show maximum efficiency at
power levels of 6 to 10 dB below the saturation
point, matching with the PAPR values of inter-
est. By using CFR and DPD with Doherty PAs,
up to 50 percent efficiency can be achieved for
full load; at low loads, the power efficiency
decreases significantly to only around 5 percent,
at 10 percent load.

BASE STATION POWER MANAGEMENT
In order to achieve energy efficiency, the con-
sumed power in the base station front end should
scale, as far as possible, to the amount of served
traffic.

To this end, load adaptive CFR combined
with adaptive power supply of the PA shows a
promising solution in the analogue chain. This
has to include energy efficiency optimization of
the power supplies for variable input power.

Energy efficient power management requires
reconfigurable circuits as key elements. A low
power front-end that supports different levels of
transmit power with adjustable performance
(quantified as signal to distortion ratio, mainly
depending on the back-off) has been proposed
in [6]. In this solution, both driver and power
amplifier are digitally controlled and flexible in
terms of output power, linearity, and DC power

Figure 2. Typical power consumption distribution in radio access technology
(absolute values relate to the base station of Fig. 1) [5].

Power amplifier
incl. feeder

50-80%
(~1200W)

Air conditioning 
50-80% 

(~300W) 

Signal processing 
(analogue and digital) 

5-15% 
(~200W) Power supply 

5-10% 
(~100W) 
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Efficiency improvement 

n  Reducing consumption in cooling 
q  Open-air devices 
q  For indoor devices, alternative or less cooling 

n  RF close to the antenna to reduce losses in 
the feeder cable 

n  Use of renewable sources 
q  Solar 
q  Wind 
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Some shortcoming of actual approaches 

n  System performance is optimized for capacity 
and evaluated at full load   
q  the system is poorly configured at low loads 

n  The output power at the antennas is taken as 
performance measure 
q  to evaluate the energy consumption, one should 

considered the total input power  
n  Reference performance metrics to measure 

energy efficiency are limited 
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Power vs load in cellular networks 

load 
Pidle=0 

Ppeak 

po
w

er
 

Ideal situation 

load 

Pidle>>0 

po
w

er
 

Actual situation 

Cellular network devices 
All devices are little load proportional 

Many access devices that consume quite a lot 
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PA efficiency in BSs 

TREND Plenary meeting
Ghent, 14-15/02/2012

Base Station power consumption figures
- LTE case (eNB)

 BS consumption analysis
 BBU, PSU, cooling/fans consumption is poorly dependent on cell load
 RH: ~60% of its consumption scales with data traffic load

 The remaining ~40% is not dependent on data traffic load
 HW consumption 
 Broadcast channels: continuously emitted (10-15% of RF power) even at 0 load

ETSI definitions 
-- “low load” = 10% RF power (no data – only common ch)
-- “medium load” = 30% RF power (data + common ch)
-- “busy hour” = 50% RF power (data + common ch)
-- “average” = 6/24 low + 10/24 medium + 8/24 busy = 31.7%

Coverage
tax

cell load [%]

PTOT [W]

0% 100%

PMAX

~0.5 PMAX

IMPORTANT NOTE
This is just a toy example
not reflecting specific 
equipment figures

Toy example
Macro LTE eNB 80W (max RF Power) x 3 sectors

=> PMAX ~ 1200W
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Little load proportionality 

load 

po
w

er
 

load 

po
w

er
 Overall power vs 

load function 
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Cellular Networks 
with Sleep Modes 

Basic idea 



Planning and dimensioning 

night 
lunch 
 

peaks 

over-provisioning: 
“waste” of capacity 

high capacity to 
carry all the traffic 

Daily traffic profile in a segment 
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Sleep modes of devices or portions of 
the network 

•  Due to natural traffic variability, the network is 
over-dimensioned and wastes energy for long 
periods of time 

Adapt capacity to actual traffic 
needs by putting to sleep mode 

devices or portions of the 
network when traffic is low 
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Sleep modes 

•  Problems with switch-off schemes 
•  Guarantee connectivity 
•  State transitions add latency and possible discontinuities 
•  State information (and protocols) needed 

Pidle>>0 

P sleep 

load 

po
w

er
 

•  Since Pidle>>0, we need to  
•  Look for a switch-off scheme (when 

capacity is not needed, go to sleep 
mode) 
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Network planning with sleep modes 
Since energy consumption only marginally depends on load,  

over-provisioning à waste of energy 

Adapt capacity to traffic by using sleep modes 
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peaks 
define  

planning 

peak 
scheme 

off-peak 
scheme 



Sleep modes 

n  Adapt capacity to traffic by means of sleep 
modes 

Switch off some devices when the traffic is 
low and the capacity is large 

n   At the access:  
q  Some BSs enter sleep mode when traffic is low 
q  BSs that remain on manage all traffic  
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•  Assume that  a fraction 1-x of the base stations 
(cells) is switched off, a fraction x is active 

•  The BSs that remain on are in charge of  
―  the traffic of the cells that are off (the desired 

QoS must still be guaranteed) 
―  the radio coverage (transmission power 

might be increased to guarantee coverage) 
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Sleep modes at the cellular access 

Source:  L. Chiaraviglio, D. Ciullo, M. Meo, M. Ajmone Marsan,  Energy-Efficient  
Management of UMTS Access Networks. 21st International Teletraffic Congress 
(ITC 21), Paris, France  



A NodeB controls 2 microcells 

Michela Meo – Politecnico di Torino 



Switch half of the NodeB, x=1/2 
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Switch half of the NodeB, x=1/2 
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1.  Assume that, for each cell remaining on, 1-x 

cells can be switched off 
 In the cells that remain on: 
 
•  New traffic is 

 
•  New cell radius is R’=KR (K depends on 

geometry) 
 

Looking for a switching scheme 
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2.  Find the low traffic threshold and compute the 

sleep zone (period in which the switching off 
scheme can  be applied),  based on  
•  day/night traffic pattern  
•  QoS constraint (i.e., blocking probability < 1%) 

Looking for a switching scheme 
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day/night  
traffic pattern 

Traffic threshold: 
QoS is 

guaranteed 

traffic in on cells  
during night zone 

Looking for a switching scheme 
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sleep zone 

traffic in cells 
that remain 

on, factor 1/x 



8:00 16:00 24:00 8:00 16:00 24:00 8:00 0 

0.01 

0.02 

0.03 

0.04 

0.05 

0.06 

0.07 

time 

la
m

bd
a 

  

  

traffic pattern 
for cells 

remaining on 

Looking for a switching scheme 

Michela Meo – Politecnico di Torino 
sleep zone 



  
3.  Check the maximum cell radius, RMAX 
 

If   R’< RMAX    à  DONE 
else  

•  increase transmission power during sleep  
zone OR 

•  reduce the sleep zone  
 

Looking for a switching scheme 
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Possible configurations 

Manhattan configurations (linear) 

(1,2) 

(2,3) 
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Possible configurations 
Hexagonal configurations (squared) 

(3,4) 

(8,9) 
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Switch off 
scheme 

Node-B saving 
[%] 

Network saving 
[%] 

(1,2) Manhattan/
linear  

52.3 26.16 
 

(2,3) Manhattan/
linear  

45.4 30.29 

(3,4) hexagonal 
square 

42.5 31.92 

(4,5) crossroad  35.6 32.35 

(6,7) hexagonal  36.8 31.60 

(8,9) square  33.9 30.13 
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Switching more does not 
always mean saving more! 



A few remarks 

n  Sleep modes are effective but they are 
possible only in dense (urban) environment 
where there is redundancy of coverage 

n  Saving can be remarkable 
n  The switching strategy is not straightforward 

q  Switching more devices is not always the best 
choice 

q  The duration of the sleep zone (period in sleep 
mode) should also be taken into account 
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Cellular Networks 
with Sleep Modes 

Optimizing sleep mode decisions 



Optimal choice 

n  The effectiveness of the switching strategy 
depends on  
q  Number of devices that can be switched off 
q  The period of sleep for a given scheme 

Can we find an optimum combination of no. of 
devices and sleeping period?  
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Source:  L. Chiaraviglio, D. Ciullo, M. Meo, M. Ajmone Marsan. Optimal Energy 
Savings in Cellular Access Networks. GreenComm'09 - First International 
Workshop on Green Communications, Dresden, Germany.  



n  Keep on a fraction x of the cell 
n  Switch off a fraction 1-x 

n  Given a traffic profile f(t), in the sleep zone 
the traffic the on cells have to sustain is  

What is the optimum? 

f(t)
x
1f(t)

x
x1f(t)(t)fn =

−
+=
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1 

x=f(τ) 

T/2 T=24h t τ	


f(t) 

 Given x, switch in τ, with  f
n
(τ ) = 1 ⇒  1

x
f(τ ) = 1

sleep zone 
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Define the sleep zone 

f(τ ) = x



1 

x=f(τ) 

T/2 T=24h t τ	


f(t) 
consume W 

consume xW 

Average daily consumption is 
 
 ⎥

⎦

⎤
⎢
⎣

⎡
⎟
⎠

⎞
⎜
⎝

⎛
τ−τ+τ=τ

2
T)f(W)C( 2
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Define consumption 



1 

x=f(τ) 

T/2 T=24h t τ	


f(t) 

A 

⎥
⎦

⎤
⎢
⎣

⎡
⎟
⎠

⎞
⎜
⎝

⎛
τ−τ+τ=τ

2
T)f(W)C( 2
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Area A represents 
the saving 



1 

x=f(τ) 

T/2 T=24h t τ	


f(t) 

A 

Look for the value of τ leading to the  
maximum value of area A 
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n  Average daily consumption is 

n  By deriving C(τ) is possible to obtain the 
optimal scheme, i.e., the value of τ (and x) 
corresponding to the minimum consumption 

Optimal switching scheme 

⎥
⎦

⎤
⎢
⎣

⎡
⎟
⎠

⎞
⎜
⎝

⎛
τ−τ+τ=τ

2
T)f(W)C( 2
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Cellular Networks 
with Sleep Modes 

Multiple switching schemes 



Multiple switching schemes 

n  The optimum is based on the alternate use 
of two configurations:  
q  Peak hour configuration  
q  Sleep configuration 

n  Operators might accept larger (but small in 
absolute value) number of configurations 
q  Larger no. configurations means larger saving  
q  More complex, costly and critical planning 
q  More transients, risks of instability and 

discontinuity 
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Multiple switching schemes 
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More steps lead to larger saving 



Multiple switch-offs 

Lower bound on consumption: 

Multiple switch-
off instants 

C*= f (t)dt
0

T /2

∫

Again, the optimal choice minimizes the area  
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5

In this case, the area A can be computed as:

A(⇥) =
N⇥

i=1

(⇥i+1 ° ⇥i)(1° f(⇥i)) (22)

where ⇥N+1 = T/2. As for the single switch-off case, we
can maximize the network saving S = 1° C(�)

WT = 2A
T by max-

imizing the area A. This means: dA(�)
d�i

= 0, 8i 2 {1, ..., N},
thus we need to solve the following system of equations:

�
°f 0(⇥i)(⇥i+1 ° ⇥i) = f(⇥i°1)° f(⇥i), i = 1, ..., N
f(⇥0) = 1

(23)
where, again, ⇥N+1 = T

2 .
The upper bound on the maximum network saving achiev-

able when a fluid portion of cells can be switched-off at each
time instant ⇥ can be computed as:

SUB =
2
T

⇤ T/2

0
(1° f(⇥))d⇥ (24)

Now we study the effectiveness of multiple switch-offs
per day. We consider both the trapezoidal and the two-step
traffic profiles. For simplicity, we show the analysis of savings
achievable when N = 2, i.e., two switch-off configurations are
allowed per day. Then we also illustrate the results obtained
for N > 2.

1) Trapezoidal traffic pattern: We solve (23) for the trape-
zoidal traffic pattern and two switch-off configurations (N =
2), obtaining the following optimal switch-off time instants:

⇥§1 =
�

T/6 if T/3 < 1/a
1/(2a) otherwise (25)

⇥§2 =
�

T/3 if T/3 < 1/a
1/(a) otherwise (26)

The maximum saving S2 obtained with two switch-off
configurations is:

S2 =
�

aT
6 if T/3 < 1/a

1° 3
2aT otherwise (27)

which is at least equal to 33%, since 1/a < T/2.
Fig. 4 (bottom) reports S2 (vertical bar) versus ⇥1 and ⇥2

for 1/a = 0.58. Several considerations hold in this case. First,
the blue area (da cambiare in white) for which ⇥1 ∏ ⇥2 is
not admissible since ⇥2 > ⇥1. Second, the saving is maximum
when both ⇥1 and ⇥2 are carefully chosen, i.e., ⇥1 = ⇥§1 and
⇥2 = ⇥§2 . Third, the saving is consistently larger than the one
of single switch-off case (figure on the top).

To better compare the one switch-off and the two switch-off
schemes, we define the difference of two-scheme with respect
to one-scheme as � = S2 ° S.

The following result holds.
Lemma 1: � ∑ 1° 3p

12
for the trapezoidal traffic profile.

Proof: We have the following cases:
• 1/a < T/6, � = 1

2aT ∑ 1/12
• T/6 < 1/a < T/4, � = 1

2aT ∑ 1/8
• T/4 < 1/a < T/3, � = 1° 3

2aT °
aT
8 ∑ 1° 3p

12
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Fig. 7. Trapezoidal traffic pattern: maximum savings (top) and � (bottom)
versus the angular coefficient a.

• T/3 < 1/a < T/2, � = aT
24 ∑ 1/8

Fig. 7 (top) shows the maximum network saving S versus
the angular coefficient a when one or multiple switch-off
configurations are allowed. For completeness, we also report
the upper bound SUB . First, as expected, savings increase with
N , reaching ideally the upper bound for N ! 1. Observe
that the double switch-off achieves significative savings as
compared to the single switch-off case, as confirmed in the
bottom of Fig. 7, that shows the difference � of the saving for
the two policies. Indeed, the maximum difference corresponds
to � = 13.4%, as stated by Lemma 1. However, it is interesting
to note that the saving increases sub-linearly with N , this
means that N = 2, 3 is enough to achieve significative savings
that are very close to the upper bound. Higher values of
N bring a small margin in savings while introducing more
complexity in the network management.

2) 2-Step traffic pattern: For the 2-step profile, we report
the two optimal switch off times ⇥§1 and ⇥§2 .

⇥§1 = T/4 L(3L°1)
2L2°1/2(L°1)2 if ⇥1 ∑ T/2L ^ ⇥2 > T/2L

(28)

⇥§2 = 2⇥§1 if ⇥1 ∑ T/2L ^ ⇥2 > T/2L (29)

Fig. 6 (bottom) reports the variation of the saving (vertical
bar) versus ⇥1 and ⇥2 for L = 0.6. Similarly to the trapezoidal
profile case, the saving is maximized when ⇥1 = ⇥§1 and ⇥2 =
⇥§2 . Moreover, the saving of the two switch-off scheme is larger
than the one switch-off scheme (top of the figure).

How much can we gain with 
multiple schemes?  3

T/2 t

1

f(τ 1)

τ 1

A1=A2

f(τ 2)

τ 2

A1

A2

Fig. 2. Two switch-off schemes achieving to the same energy saving

As shown in Fig. 1, the night-zone starts in � and lasts for the
whole period in which the traffic intensity is below f(�) = x.

Let us now focus on a day/night traffic pattern that is
symmetric around T/2, i.e., such that f(�) = f(T � �) with
� ⇤ [0, T/2]. The duration of the night zone is T �2� . Denote
by W the power consumption of a cell. The average energy
consumed per cell in a day under scheme � is equal to:

C(�) = 2W

⇧
� + f(�)

⇤
T

2
� �

⌅⌃
(4)

since for a period 2� the consumption is W , and for a period
2(T/2 � �) the consumption is a fraction x of the previous
one: xW = f(�)W . The total network saving with respect to
an always-on scheme is:

S = 1� C(�)
WT

(5)

Recall that only one switch-off configuration is allowed per
day, or, equivalently, time period T . In order to find the optimal
power-off scheme, we compute the value �� ⇤ [0, T/2] such
that the energy consumption C(��) is minimum. We assume
that f(t) is monotonically decreasing in the interval [0, T/2].
The value of �� can be obtained from the derivative of C(�):

C ⇥(�) = 2W

⇧
1 + f ⇥(�)

⇤
T

2
� �

⌅
� f(�)

⌃
(6)

letting

2W

⇧
1 + f ⇥(��)

⇤
T

2
� ��

⌅
� f(��)

⌃
= 0 (7)

1� f(��) = �f ⇥(��)
⇤

T

2
� ��

⌅
(8)

A graphical representation of this result is shown in the
top part of Fig. 1. The energy consumption is proportional
to the shaded area: it is W for time � , and Wf(�) for
time

�
T
2 � �

⇥
. In order to minimize energy consumption, we

need the rectangular white area in the figure to be the largest
possible. The rectangular area has edges of length 1 � f(�)
and T/2� � , so that the area is:

A(�) =
⇤

T

2
� �

⌅
(1� f(�)) (9)

with maximum defined by the equation:

A⇥(�) = f(��)� f ⇥(��)
⇤

T

2
� ��

⌅
� 1 = 0 (10)

t

1

f(t)

T/2 T

a

Fig. 3. Trapezoidal traffic pattern

which is the same as (8). Notice that, by considering area A, it
is easy to see that there may exist different switch-off schemes
corresponding to the same energy saving; for example, in Fig.
2, two schemes �1 and �2 corresponding to switch-off times
�1 and �2 lead to the same energy saving, since A1 = A2.
Moreover, there may be different points that are minimum of
the function C(�)1.

Consider now the case of a non-symmetric traffic pattern
f(t), as in the bottom part Fig. 1. Let �s and �f be the two
extremes of the night zone for scheme �, with f(�s) = f(�f ),
and let g(�s) express the difference �f��s. The average energy
consumed per cell in a day under scheme S is equal to:

C(�s) = W [T � (�f � �s) + f(�) (�f � �s)]
= W [T � g(�s) + f(�s)g(�s)] (11)

The derivative is:

C ⇥(�s) = W [�g⇥(�s) + f ⇥(�s)g(�s) + f(�s)g⇥(�s)] (12)

and

W [�g⇥(��
s ) + f ⇥(��

s )g(��
s ) + f(��

s )g⇥(��
s )] = 0 (13)

again identifies the value of ��
s that yields the maximum white

area in the figure.
1) Trapezoidal traffic pattern: As a special simple example

of daily traffic pattern we consider the family of symmetric
trapezoidal curves plotted in Fig. 3, with maximum equal to 1
at the peak hour, and different slopes, defined by the angular
coefficient a:

f(t) =
⌥

1� at 0 ⇥ t < 1/a
0 1/a ⇥ t ⇥ T/2 (14)

with 1/a < T/2 (a similar derivation is possible for values
1/a > T/2).

Applying the result in (8), the minimum energy consump-
tion can be achieved for

a�� = a

⇤
T

2
� ��

⌅
(15)

so that:
�� =

⌥
T/4 if T/4 < 1/a
1/a otherwise (16)

It is interesting to observe that, whenever 1/a > T/4, the
optimal power-off scheme consists in a 50-50 rule, that uses

1Note that here we are assuming that only one switch-off configuration is
allowed per day, thus, either only scheme �1 or only scheme �2 can be
adopted per day.

daily traffic pattern 

Little saving with 
more than 2 or 3 

schemes 

2 schemes 

3 schemes 

Max saving 
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What is the effect of layout constraints? 

Hexagonal: omnidirectional/three-sectorial configurations 

Crossroad Manhattan layouts (linear/squared) 
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Double switch-off 

Weekend profile 

Real layout 
constraints limit 

benefits 

τ1 

τ2 

τ1 

τ2 
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τ1 τ2 

Weekday profile 



Case-study: Scenario by 
1  macrocell, 40 W per sector 
8   microcells, 1 W 
12 femtocells, 20 mW 
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Case-study: Switch-off policies comparison 

Switch-off scheme Saving [%] 

Single (8/9) 40.8 

Double (5/9)-(8/9) 45.7 

Triple (3/9)-(5/9)-(8/9) 46.9 

Maximum  
(Least-Loaded) 48.7 

ü  Significant savings can be achieved with only one switch-off 
per day, the benefit of multiple switch-offs is minor! 
 

+4.9% 

+1.2% 
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Large differences in different areas 

n  Savings depend on traffic profile that can be 
highly dependent on the area 
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Business: 
n  Fast transitions 
n  Peaks during the day 
n  Large difference weekday/

weekend 
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Fig. 4. Double switch-off: network saving versus the parameter L for the synthetic traffic profile.
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Fig. 5. Business cell: weekday and weekend traffic profiles.

TABLE I
CASE STUDY: SAVINGS WITH DIFFERENT SWITCH-OFF SCHEMES

Switch-off scheme S[%] - Business weekday S[%] - Consumer weekday

Single (8/9) 44.2 49.3
Double (5/9)-(8/9) 47.5 51.0
Triple (3/9)-(5/9)-(8/9) 48.7 51.3
Maximum (Least-Loaded) 50.0 52.0



Large differences in different areas 

n  Savings depend on traffic profile that can be 
highly dependent on the area 
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Fig. 7. Business cell - weekday profile: network saving with double switch-off.

Consumer: 
n  Long transitions 
n  Peaks in the evening 
n  Little difference weekday/

weekend 



Discussion and open issues 

n  Mobile operators’ energy costs are large and 
increasing 

n  The most energy demanding segment of the 
network is the access 
n  Many devices of quite high consumption 

n  Sleep modes can be applied in scenarios 
with high capacity/high density of devices 
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Discussion and open issues 

n  Critical issues 
n  Possible coverage holes  
n  QoS degradation during switching on and 

off transients (call dropping, connectivity 
interruption, variable channel conditions, …)  

n  Multiple planning schemes might help but  
n  the no. of planning schemes is a critical design 

choice 
n  Frequent activation/deactivation of a BS should 

be avoided 
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Cellular Networks 
with Sleep Modes 

Management schemes 



BS/AP management schemes - taxonomy 

Proposed framework points out: 
n  the most important design aspects  
n  shortcomings and advantages 
n  energy-saving potential 
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n  BS switching on/off schemes  
q  Shut down a central BS, and increase the cell range of the 

neighboring BSs 
q  Shut down the neighboring BSs, and increase the cell range of the 

central BS  

n  Two control schemes:  
q  Centralized approach: a central controller sends commands to BSs 
q  Distributed approach: each (group) of BSs in the network decides to 

change their state of operation 

Flat network with non-overlapping 
architecture 

Sources:  
•  M. Ajmone Marsan, L. Chiaraviglio, D. Ciullo, and M. Meo, “Optimal energy savings in cellular access networks,” in IEEE 

International Conference on Communications (ICC ’09) Workshops, Jun. 2009, pp. 1–5. 
•  Z. Niu, Y. Wu, J. Gong, and Z. Yang, “Cell zooming for cost-efficient green cellular networks,” IEEE Communications 

Magazine, vol. 48,no. 11, pp. 74–79, 2010. 
•  L. Chiaraviglio, D. Ciullo, G. Koutitas, M. Meo, and L. Tassiulas, “Energy efficient planning and management of cellular 

networks,” in IEEE Wireless on-demand Network Systems and Services (WONS ’12), Jan. 2012, pp. 159–166. 
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n  Micro stations are used to provide the required capacity 
under the coverage umbrella of macro stations 

n  Two types of BSs: 
q  Critical stations:  usually the macrocells, which cannot be put 

into sleep mode, due to coverage issues 
q  Flexible stations:  the BSs that can be set in sleep mode 

n  No need to increase the cell ranges or the parameters of 
the BSs remaining on 
q  low probability of coverage holes 

Flat network with overlapping architecture 

Source:  
S. Kokkinogenis and G. Koutitas, “Dynamic and static base station management schemes for cellular 
networks,” in IEEE Global Communications Conference (GlobeComm ’12), Dec. 2012. 
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n  Marco-micro network co-exists and cooperates with other 
technologies, e.g. femto cell and WiFi 

n  Main objective: provide an online user association algorithm (or 
offloading solution) 

n  Limitations and constraints for integration with existing BS 
system 
q  Guarantee that coverage holes do not occur (especially indoor scenarios) 
q  Software and hardware limitations of real equipment (availability of low 

power states, transient times)  
  

 
 

Multi-Tier Network 

Sources: 
•  S. Bhaumik, G. Narlikar, S. Chattopadhyay, and S. Kanugovi, “Breathe to stay cool: adjusting cell sizes to reduce 

energy consumption,” in rhe 1st ACM SIGCOMM workshop on Green Networking, 2010, pp. 41–46. 
•  A. De Domenico, R. Gupta, and E. Calvanese Strinati, “Dynamic traffic management for green open access femtocell 

networks,” in IEEE 75th Vehicular Technology Conference (VTC ’12-Spring), May 2012. 
S. Kokkinogenis and G. Koutitas, “Dynamic and static base station management schemes for cellular networks,” in 
IEEE Global Communications Conference (GlobeComm ’12), Dec. 2012. 

•  I. Haratcherev and A. Conte, “Practical energy-saving in 3g femtocells,” in IEEE Green Broadband Access (GBA) 
workshop, in conjunction with ICC 2013, Jun. 2013. 

•  I. Haratcherev, M. Fiorito, and C. Balageas, “Low-power sleep mode and out-of-band wake-up for indoor access 
points,” in GLOBECOM Workshops, 2009 IEEE, 2009, pp. 1–6. 
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Network Sharing 



Multiple operators 

€ 

P = Pconst + f (load)

Service provisioning cost 
(waste)   

n  The presence of multiple infrastructures 
multiplies the waste 

n  Take a global vision, make the operators 
cooperate  à network sharing concept 
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Network sharing 

•  Several competing mobile operators cover the 
same area with their equipment 

•  Networks are dimensioned over the peak hour 
traffic  

•  During low traffic periods the resources of one 
operator are sufficient to carry all the traffic 

Make operators cooperate to  
reduce energy consumption 
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n  In turn, 
q  Switch off the network of one operator, when 

traffic is low and the active operators can carry all 
the traffic 

q  Let users roam to other operators 
q  Balance costs 

Network sharing 

Michela Meo – Politecnico di Torino 

Source:  M. Meo, M. Ajmone Marsan. Energy efficient wireless Internet access 
with cooperative cellular networks. Computer Networks, Volume 55, Issue 2,  
February 2011, Pages 386-398. 



Case study: Some European Countries  

Country MNOs Market share [%] Subscr. [M]
France 3 46 36 19 - 58.2

Germany 4 32 31 21 16 113.6
Greece 3 51 28 21 - 15.4
Italy 3 38 36 26 - 84.0

Netherlands 3 46 26 28 - 19.0
Poland 4 29 29 28 14 47.5

Portugal 3 45 40 15 - 16.4
Spain 3 44 34 22 - 51.4

Romania 3 41 32 26 - 24.2
Russia 3 37 33 30 - 189.7

Ukraine 3 48 37 15 - 52.3
U.K. 3 39 33 28 - 68.5

Table 1: Characteristics of the considered countries: Number
of MNOs offering both 2G and 3G services, market share for
each of the MNOs, total number of subscribers.

3. ENERGY BENEFITS IN EUROPE
In this section, we assess the effectiveness of network sharing in
terms of achievable energy saving by considering a number of Eu-
ropean countries. In particular, we focus on the 12 countries indi-
cated in Table ??, which are the countries whose total number of
subscribers is larger than 15 Millions, according to publicly avail-
able data.

For each country we collect approximate data about the number of
subscribers for each of the active MNOs and the kind of provided
services. We then assume that network sharing is applicable only
among the MNOs that offer both 2G and 3G services. Indeed, a
MNO offering access to 2G terminals cannot switch off its network
and make the users roam to a purely 3G network. In this case the
operator would probably switch off the 3G network leaving the 2G
access network on; however, since we only have aggregated data
about the total number of subscribers and not the breakdown with
respect to the technology, we make the simplistic assumption that
network sharing is implemented only among MNOs offering ser-
vices to both 2G and 3G users.

Interestingly, the considered European countries present quite sim-
ilar scenarios. As summarized in Table ??, except for two cases,
namely Germany and Poland, all considered countries have 3 MNOs
offering both 2G and 3G services with relatively fair share of mar-
ket. The smallest of the 3 MNOs has a share that is usually between
20 and 30%, only in the case of Ukraine and Portugal the smallest
of the three operators accounts for as low as 15% of the subscribers.
Conversely, the largest of the 3 MNOs exceeds 50% of the market
share only in Greece, where it is about 51%; otherwise, it is be-
tween 37% and 48%. The case of Germany, with 4 MNOs, is in-
teresting because it presents two dominant operators with about the
same number of subscribers, 36 millions, corresponding to 31% of
the market, and other two smaller MNOs that share the remaining
market. In Poland, three operators are about the same size, with
almost 30% of the share each, while the fourth operator accounts
for 14% of the market only. This substantial similarity of the situa-
tions is probably due to historical reasons: in most of the European
countries similar network evolutions occurred roughly at the same
time.

We compute the energy saving achievable through network sharing
for each of the selected countries, and for both the consumer and

Figure 3: Saving achievable with network sharing in the Euro-
pean countries with more than 15M subscribers; business and
consumer profiles, constant and variable cost models.

Figure 4: Utilization achievable with network sharing in the
European countries with more than 15M subscribers; business
and consumer profiles, week-days and week-ends.

the business traffic profiles shown in Fig. ?? (implicitly assuming
that the traffic profiles in Fig. ?? can be representative of traffic
in all considered countries). Given a traffic profile and a country,
we consider all the possible switch-off patterns, i.e., all the possi-
ble orderings in which the MNOs of that country might switch off.
Savings are obtained as described in the previous section, by de-
riving switch-off and switch-on instants from (??), and by comput-
ing saving from (??). Both the cases of variable and constant cost
models are evaluated. The saving achievable during week-days and
week-ends are properly weighted to get the average weekly saving.

Fig. ?? reports the maximum achievable energy saving, among
those obtained from different switch-off patterns in a given sce-
nario. The savings are really significant, typically larger than 40%:
this confirms that network sharing, besides being a viable approach,
already feasible with today technology, is very promising in terms
of energy consumption reduction.

Observe also from the figure that the business traffic profile leads
to the largest saving. This is due to the profile having particu-
larly steep transitions between peak and off-peak, and long peri-
ods of very low traffic. Clearly, in reality, large service areas are
characterized by a mixture of neighborhoods, some mainly with
business-like behavior of the users and others with consumer-like
traffic profiles. A switch-off scheme should then be applied by
adapting, neighborhood by neighborhood, switching times to the
specific profiles. For example, a MNO that is going to switch-off
its access network, might probably start from portions of the net-
work in business areas, as soon as traffic drops below some thresh-
old; some time later, when traffic drops also in the consumer ar-
eas, other portions of the access network would be powered off. In
terms of saving, this means that the achievable saving will be in be-
tween what can be obtained from a business area and a consumer
area, with actual values depending on the traffic profiles and on the
proportions of areas with business-like or consumer-like behavior.
In case of some spare capacity, deployed to absorb medium term
traffic growth, some additional saving can be expected. With an
overprovisioning factor 1 + x = 1.2, for example, it is possible to
reach savings between 50 and 59% for the consumer profile and be-
tween 53 and 63% for the business profile under the constant cost
model. These values are even closer to the maximum theoretical
saving that would be achieved when one network only has enough
capacity to carry all the traffic; the maximum theoretical saving is
equal to 66% for 3 MNOs, corresponsing to 1 network over three
that is carrying traffic, and it is equal to 75% for 4 MNOs.

A positive side-effect of network sharing is that active resources are
more effectively used than in traditional scenarios without sharing.
Indeed, network sharing aims at reducing energy wastage that de-
rives from daily periods of over-provisioning by making the avail-
able capacity more closely follow the traffic profile. To evaluate
this effect, we compute the daily average utilization of the access
network resources, by dividing the amount of generated traffic by
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Energy saving 
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Utilization 
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Impact of load proportionality 

0 

0.1 

0.2 

0.3 

0.4 

0.5 

0.6 
France 

Germany 

Greece 

Italy 

Netherlands 

Poland 

Portugal 

Spain 

Romania 

Russia 

Ukraine 

UK 

LP=0.4 

LP=0.3 

LP=0.2 

LP=0.1 

LP 

1 

Michela Meo – Politecnico di Torino 



 
n  In the short term, inter-operator switching 

schemes can reduce the waste 

n  In the long term, a unique efficient infrastructure 
with multiple virtual operators might be a wise 
choice  

Network sharing 
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Discussion and open issues 

n  Mobile operators’ energy costs are large and 
increasing 

n  Cooperation between operators can be very 
effective in consumption reduction 
n  Allow for the whole network or large 

portions to switch off 
n  Reduce the problems related to coverage 

holes and propagation issues 
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Discussion and open issues 

n  Operators are very reluctant to cooperation 
with competitors, that might: 
n  Profile their users  
n  Have the possibility to propose alternative 

offers  
n  Favor their own users 

n  Roaming cost definition is critical 
n  Transient phases might be difficult to manage  
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Discussion and open issues 

n  Governments and institutions have to play a 
role and, in particular, they should 
q  Provide incentives for cooperation 
q  Enforce forms of cooperation  

n  Virtual operators might be a good solution 
n  For networks to be deployed, this reduces 

also the cost of deployment and future 
dismissal phases 
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From Energy-efficiency to 
Sustainable Networking 



Micro and macro effects of energy efficiency 

Increase of energy efficiency to produce  
a good/service 

 
 

reduces cost of the production and, hence, its price 
 
 

increases the demand 
 
 

increases the energy consumption 

Jevons paradox: 
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From energy efficient networking to 
sustainable networking 
Energy efficiency is good since it leads to 
 
•  Greater production à higher quality of life & larger 

population affording it 

•  Reduction of price increase and energy shortage 

•  Global environmental advantage if coupled with green 
taxes to keep the price constant 

 
but,  
for sustainability, it must be coupled with new energy 
generation principles  
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Energy from renewable sources 

Instead of only reducing use of energy produced with fossil 
fuel, exploit also renewable energy sources 

 
Renewable source: Any energy resource that is naturally 
regenerated over a short time scale or are practically 
inexhaustible: 

•  Sun 
•  Wind 
•  Waves  
•  Flowing water 
•  Geothermical heat flow 
•  … 
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Powering BSs with renewables 
Zero grid-Electricity Networking (ZEN):  
BSs rely purely on renewable energy sources and are not 
connected to a power grid 

•  Can acquire limited amounts of energy from 
(intermittent) local generators exploiting renewable 
sources 

•  Any energy surplus is stored in a battery  
•  The BS can operate also in periods of low or no 

production, as long as energy is available, but it is 
forced to switch off when the battery is depleted 

or hybrid systems that rely also on the power grid 
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Possible scenarios 

 
1.  ZEN: New opportunities for the development of networks in 

regions where  
•  energy grids are inexistent 
•  energy grids are unreliable 
•  energy is temporarily unavailable (because of 

earthquakes, wars, terrorism, …) 
•  energy is too expensive for operators to provide services 

at reasonable cost  
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Possible scenarios 
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ZEN: an example 

fully integrated photovoltaïc solution

optimized and evolutive solution

the project brings local skills

Objectives
 sustainable rural Telecom network
 greener solutions enabling Telecom development in bad quality

electric grid or off grid areas,

Social responsability
 enhanced telecom and digital inclusion with low cost solution
 positive impact on local economy (guards, maintenance jobs)
 solar electricity in excess freely provided for local use of populations 

(cellular phone recharge, health centre powering, school lighting)

the project was initiated in Africa and is now deployed
in 18 countries of France Telecom-Orange

Orange green strategy for AMEA zone
Project : optimized power consumption and solar powered mobile 

networkMorocco

Egypt

Jordan

KenyaCameroon

Central African Republic
Madagascar

Niger

Mali

Senegal
Guinea Bissau
Guinea
Ivory Coast

Equatorial Guinea

+ Dominican Republic,
Vanuatu, Armenia, France

Morocco

Egypt

Jordan

KenyaCameroon

Central African Republic
Madagascar

Niger

Mali

Senegal
Guinea Bissau
Guinea
Ivory Coast

Equatorial Guinea

+ Dominican Republic,
Vanuatu, Armenia, France

Main results
 2065 integrated solar Radio Access Network sites covering 3.3 

million people
 13 GWh solar energy produced in 2011 
 25 million liters fuel  and 67000 tons CO2 saved in 2011
 quality of service much better than for diesel generators

Innovation
 strong reduction of power consumption by 

 selecting high efficiency telecom equipment, 
 no active cooling
 smart power architecture and management

 optimized solar energy solution and less use of Diesel engines
 sizing and techno-economic tools

© Copyright France Télécom 2012

•  2065 access network sites, for 3.3 M people 
•  13GWh solar energy produced in 2011 
•  25 Mliters fuel 67 Ktons CO2 saved in 2011 
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Scenario 1 (emerging regions):  
PV-only  systems for powering BSs 

Zero grid-Electricity Networking (ZEN) 
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ZEN: some issues 

•  How to dimension BSs, their power generators and 
energy storage 

•  How to design distributed, but coordinated BS sleep 
modes in periods of low traffic, in order to reduce 
energy consumption 

•  How to design a distributed mesh network of ZEN 
BSs that can provide the necessary bandwidth 

•  How to route data and schedule transmissions on 
such BS mesh networks 

•  How to guarantee uninterrupted service, fault 
tolerance and survivability, so as to provide carrier-
grade services to end users 
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ZEN: possible scenarios 

2.  Hybrid: New business models when  
•  energy cost is large and producing energy reduces the 

amount bought from the grid 
•  green taxes incentivate the use of renewable sources 
•  reducing consumption of energy from traditional sources 

is good for customer sensitivity to ecological issues 
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Scenario 2 (new business models): 
Hybrid solar-grid systems 

Get part of energy from the Power Grid when production is low 
(e.g., in winter) so as to keep small the size of PV panel & number 
of batteries 
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Hybridisation 

n  PT = 100%: guarantee that the battery 
charge is above 30% for 100% of the time in 
a year (ZEN) 

n  PT = 90%: … for 90% of the time in a year 
n  PT = 80%: … for 80% of the time in a year 
n  PT = 70%: … for 70% … 
 
n  Buy energy from the Power Grid when the 

battery charge becomes 0% (empty)  
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Methodology for system dimensioning 
n  Consider a typical BS 

q  Energy consumption 
q  Traffic 

n  Choose a location 
n  Simulate energy production 
n  Simulate battery charge 

and discharge  
n  Decide system  

dimensioning based on  
cost (CAPEX+OPEX)  
minimization 

energy need 

Michela Meo – Politecnico di Torino 



BS consumption 

 
•  When needed (no TLC infrastructure) wireless backhauling consumes 

additional 200-250W, for a total of 30KWh/day 

load 

780 

 1350 

0 1 

Power [W] 

Psleep, 450 

load 

500 

 840 

0 1 

Power [W] 

Psleep, 336 

Deep sleep Deep sleep 

 
Macro cell with LTE technology, with and without Remote 
Radio Unit (PA close to antenna) 
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Traffic profile 

Assume the 140% load level 
corresponds to 70% traffic load, 
due to overprovisioning 

Source: O. Blume, A. Ambrosy, M. Wihelm, 
U. Barth, “Energy Efficiency of LTE networks 
under traffic loads of 2020,” The Tenth 
International Symposium on Wireless 
Communication Systems, 2013. 
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BS power consumption model 

Source: EARTH project deliverables. 

n  Model LTE BSs, with and without Remote Radio  
Unit (RRU)  
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Simulate energy production 

n  Consider historical meteo data (typical 
meteorological year) 

n  Model the PV system and compute production   
!

[H!
!

!

Figura 31: Produzione mensile di energia elettrica (Torino) 

!

Figura 32 Produzione mensile di energia elettrica (Palermo) 
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•  Larger systems allow 
for larger production 

•  Production changes 
according to season, 
while BS traffic and 
energy consumption 
do not change 
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Simulate battery status: 
Scenario 1 (ZEN) 

The bottleneck 
for the 
dimensioning is 
in winter 

Energy wasted 
(this part cannot be 
stored in batteries) 
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Energy bought 
from the Power 
Grid 

Energy that cannot 
be stored in the 
batteries 

Simulate battery status: 
Scenario 2 (PT=70%) 
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Comparison 

System Type Size of PV 
(kWp) 

Size of PV 
(m2) 

Number of 
initial 

batteries 

Number of  
battery packs 

(replacements) 
ZEN 

(PT=100%) 
9.7 47.4 38 2 

Hybrid 
(PT=90%) 

6.4 31.3 12 5 

Hybrid 
(PT=80%) 

4.7 23.0 7 8 

Hybrid 
(PT=70%) 

4.4 21.5 6 9 

The battery number reduces 
up to 80% in hybrid systems  

The PV panel size reduces  
up to 55% in hybrid systems  

But more battery 
replacements are needed 
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Update of the model 
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n  A more accurate model should take into account 
that the system evolves with time 

n  Dimensioning with parameters at the first year 
yields to optimistic dimensioning: as time goes by,  
q  Traffic increases (50%, annual)à higher energy need 
q  PV panel efficiency decreases (1%) à lower production 
q  Electricity cost increases (3%) à higher cost for buying 

electricity 
 



Cost: CAPEX+OPEX 

n  Total cumulative cost 
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Save from the  8th year 
wrt  the grid-only case 



Selling back energy 

n  Total cumulative cost, with the possibility to 
sell back energy 
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Save from the  6th year 
wrt grid-only case 



Conclusion and discussion 

n  ZEN approach is feasible and needed in several 
scenarios  

n  Hybrid systems  
q  Reduce the PV panel size and number of batteries up 

to 55% and 80%, respectively, with respect to ZEN 
q  Are very cost-effective, and efficient especially when 

seasonal variations exist 
q  Smaller systems are more environment-friendly 

n  Whenever possible, energy selling back can be 
very convenient 
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Summarizing 



Wrap-up 

n  Energy consumption reduction is needed in all 
sector of ICT  

n  System design in ICT must include energy as 
a key variable 

n  In networking, inefficiencies mainly come from  
q  Systems are little load-proportional 
q  Systems tend to be under-utilized 
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Wrap-up 

Networks with wireless access are  
n  Among the most urgent segments to act on for 

energy saving 
q  High cost for operating networks, order of the OPEX 
q  Dramatic traffic growth is expected 

n  Solutions for the wireless access can benefit of 
q  The natural flexibility (wireless) and  
q  Redundancy due to the deployment of many devices 

for capacity purposes 
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Wrap-up 
n  For sustainability, energy-efficiency must be 

coupled with new energy generation principles  
q  The characteristics of energy production might influence 

the need for new networking solutions and paradigms 
q  Networks should start being designed having in mind 

energy generation 
n  New (promising) markets call for new solutions 

that account for the interaction between energy 
production and traffic needs 
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Teletraffic and modeling challenges 

n  Definition of new KPIs (Key Performance Index) 
that include 
q  energy consumption/efficiency  
q  kind of used energy (brown/green) 

n  Update of the concept of QoS that include 
aspects related to possible EE solutions 
implemented in the network 
q  degree of requested service continuity 
q  degree of rate adaptability 
q  sensitivity to response time   
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Teletraffic and modeling challenges 

n  Traffic models to describe daily, weekly and 
seasonal patterns 

n  Scheduling and resource allocation strategies 
that can include the amount and the kind of 
energy 

n  Models of the user’s behavior, like 
q  willingness to accept some QoS degradation for a 

more sustainable service provisioning 
q  reaction and attitude towards incentives to resource 

sharing and pricing policies 
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Teletraffic and modeling challenges 

n  Models of energy production and consumption 
q  to optimize energy production to power ICT devices 

and infrastructure 
q  for the smart grids 
q  for deciding pricing policy 

n  ... 
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Thank you! 
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