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Outline 

•  Objective of experiment 

•  Measurement techniques 

•  Results 

•  Outlook 
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Objective Of Experiment 

•  Get an end user's view on YouTube's CDN 
–  Network performance 

–  Temporal variations 

•  Large (different?) scale 
–  End user >= PlanetLab 

–  Long-term 

•  Active probing à public data 
–  No NDAs, no traces in campus networks, PoPs, GGSNs 

•  Simplicity 
–  No specialized hardware 
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Measurement Techniques 

•  Application-layer measurements 
–  Socket library level (TCP, DNS) 

–  Similar to a browser's (plugin's) point of view 

–  Detail vs penetration trade-off 

•  Experiment platform, not application 
–  Flexible experiments 

–  Updateable 

–  Using the Seattle Internet Testbed, see next slide! 

4 



C
ha

ir 
of

  
Fu

tu
re

 C
om

m
un

ic
at

io
n 

endowed by 

The Seattle Internet Testbed 

•  Aim 
–  Rapid prototyping for teaching and research in distributed and 

networked applications 

•  Approach 
–  Python-based programming language virtualization 

–  Resource restrictions aid sharing, end user, and network security 

–  Donated by arbitrary users à worldwide distribution 

–  Free to use by researchers 

–  Incentive: Donate more VMs, access more VMs! 
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Steps In Building The Experiment 

•  Gather data locally 
•  Parse URLs, HTML, packet traces, digs 

•  While you come up with new ideas 
–  Prototype measurement script 

–  Deploy to nodes (!) 

–  Evaluate results 

•  Finally, let it run! 
–  40 nodes 

–  26 days 
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Results (1) 

•  Number of advertised frontend servers (www.youtube.com) 
per hour and time zone 

–  Europe (UTC+01) 
 

–  US (UTC-05 to UTC-08) 
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Fig. 1. Number of frontend servers for Central European nodes
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Fig. 2. Number of frontend servers for East and West US nodes

B. Frontend Server Diversity

As discussed above, there are globally unique host names
and host names resolving to regionally adapted IP addresses.
The WWW frontend, www.youtube.com, is an example
for the latter. Overall, we found 356 different frontend IP
addresses during our measurements. Not every address is
available at all times. Figure 1 shows the number of available
frontend IP addresses over time for those vantage points in
the UTC+01 timezone, and Figure 2 has the same information
for U.S. nodes. Counts for UTC-05 and -06, i.e. Eastern and
Central timezones, are shown as positive, UTC-07 (Mountain)
and -08 (Pacific) as negative. The readings per timezone are
grouped by the hour of measurement.

Note the diurnal pattern in the results for each timezone.
Given that the main x grid in the plots denotes midnight
UTC+01 in all Figures, the local frontend server diversity is
highest in the early hours of the day for the Central European
nodes, dips around midnight (local time) for the Eastern part
of the U.S., and has a rather pronounced twelve-hour pattern
with the low values during the afternoon (local time) in the
Western part of the U.S.

To understand those troughs and peaks in frontend server
diversity that last for several days in a row, please consider
Figures 3 and 4. For these plots, the frontend IP addresses were
numbered sequentially, starting with the address occurring
most often. Where Figure 1 shows for example an increase
in frontend server diversity on day 15, followed by a return to
the previous base level three days later, the details in Figure 3
reveal that a new IP address block is introduced in parallel to
the existing one, and later takes over the duties completely.
Furthermore, a number of blocks with short uptimes are
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Fig. 3. Frontend servers for Central Europe

identified. These probably serve the peak load. Conversely,
some nodes are seen to vanish at the same instances of time.
We could only speculate on the operational necessities for this
control strategy.

C. Latency to Video Caches

The latency to the video cache server currently designated
by the CDN is subject to high variations. As an illustrative
example, consider the case of one Seattle node in Chicago,
Illinois (although similar incidents are seen on other nodes
as well). Figure 5 plots the latency between this node and
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B. Frontend Server Diversity

As discussed above, there are globally unique host names
and host names resolving to regionally adapted IP addresses.
The WWW frontend, www.youtube.com, is an example
for the latter. Overall, we found 356 different frontend IP
addresses during our measurements. Not every address is
available at all times. Figure 1 shows the number of available
frontend IP addresses over time for those vantage points in
the UTC+01 timezone, and Figure 2 has the same information
for U.S. nodes. Counts for UTC-05 and -06, i.e. Eastern and
Central timezones, are shown as positive, UTC-07 (Mountain)
and -08 (Pacific) as negative. The readings per timezone are
grouped by the hour of measurement.

Note the diurnal pattern in the results for each timezone.
Given that the main x grid in the plots denotes midnight
UTC+01 in all Figures, the local frontend server diversity is
highest in the early hours of the day for the Central European
nodes, dips around midnight (local time) for the Eastern part
of the U.S., and has a rather pronounced twelve-hour pattern
with the low values during the afternoon (local time) in the
Western part of the U.S.

To understand those troughs and peaks in frontend server
diversity that last for several days in a row, please consider
Figures 3 and 4. For these plots, the frontend IP addresses were
numbered sequentially, starting with the address occurring
most often. Where Figure 1 shows for example an increase
in frontend server diversity on day 15, followed by a return to
the previous base level three days later, the details in Figure 3
reveal that a new IP address block is introduced in parallel to
the existing one, and later takes over the duties completely.
Furthermore, a number of blocks with short uptimes are
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identified. These probably serve the peak load. Conversely,
some nodes are seen to vanish at the same instances of time.
We could only speculate on the operational necessities for this
control strategy.

C. Latency to Video Caches

The latency to the video cache server currently designated
by the CDN is subject to high variations. As an illustrative
example, consider the case of one Seattle node in Chicago,
Illinois (although similar incidents are seen on other nodes
as well). Figure 5 plots the latency between this node and
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Conlusion And Outlook 

•  Distributed, long-term user's view on YouTube's CDN 
•  Identify temporal behavior of CDN management 

–  Load balancing, optimization 
•  Seattle Internet Testbed as platform 

–  Flexible; heterogeneous nodes; automated 
 
•  Next steps 

–  Improve scale (number of nodes, access technologies) 

–  Further experiments (bandwidth estimation, your idea here) 

–  Other interesting CDN targets? 
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Thanks for participating! 

Feel free to 
  ask questions! 
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