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Abstract—Content Distribution Networks serve a large share
of today’s Internet traffic from a multitude of locations, each in
relative proximity to the respective consumers. In this paper,
we analyze the performance of the YouTube video platform
using Seattle, a distributed Internet testbed running on donated
resources (like SETI@home), including equipment on the user’s
premises. This better reflects the experience seen by true users
than dedicated test systems such as PlanetLab. In Seattle, mea-
surements are restricted to the application layer, so we only read
from and write into a stream (TCP) network socket, and perform
DNS lookups. Using forty vantage points in different geographic
regions running for more than 600 hours, we continuously
measure the number of IP addresses www.youtube.com resolves
to, and approximate the latency to actual video cache servers. We
also monitor the latency between the vantage points, and estimate
the packet loss. The methodology presented in this paper shows
how insights even into large, distributed content delivery systems
can be gathered with reasonable effort. The actual results can
be of interest to e.g. network operators trying to improve the
interworking with CDNs by studying their day-to-day operations
for the good of the end user.

I. INTRODUCTION

The topology of the Internet is constantly evolving, and

so are the techniques used to provide content to consumers.

Steadily increasing access and core network bandwidths both

in the fixed-line and mobile domains have enabled simultane-

ous unicast multimedia streaming to millions of consumers.

Content Distribution Networks (CDNs) are the current archi-

tecture of choice to implement this and many other types of

large-scale services.

We focus on the YouTube CDN. Through active applica-

tion-layer measurements we gain insight on the development

of the latency to the cache servers and DNS-based load

balancing. The measurements run on the Seattle distributed

Internet testbed [1], [2]. Results are gathered on heterogeneous

machines (ranging from servers at universities to desktop

PCs and smartphones) in different timezones on end user’s

Internet connections. This lets us see the network from an

end user’s point of view, and accordingly experience (or

miss) network quality. In future, fixed-line and mobile Internet

Service Providers might want to go beyond understanding the

methods unilaterally employed by CDN operators, and coor-

dinate network control with them for optimization purposes.

The rest of this paper is structured as follows. Section II

reviews related work. Section III discusses the evolution of

the Internet’s topology from client-server to current content

distribution architectures. In Section IV, the Seattle distributed

Internet testbed is introduced. Section V describes the method-

ology employed to gather our measurements. Section VI

presents the results of the distributed measurement campaign,

and Section VII concludes the paper.

II. RELATED WORK

There already exists a number of publications related to

YouTube, many of which consider the user behavior, or current

trends among video content, often taking into account specific

user groups such as students [3]. On the other hand, papers

focusing on network-related issues seem to be less abundantly

available. A selection of latency and throughput measurements

are available in [4] for YouTube, Google Video, and Yahoo

Video. One more recent publication developed a methodology

to investigate data-center driven content distribution [5] to

which our own methodology relates as well. Another notable

paper [6] discusses YouTube traffic statistics collected at a

Tier-1 PoP. As the authors note in the appendix to their paper,

YouTube has changed the structure of their delivery system

since the traces were collected. We will try to reveal that new

structure in the course of this paper.

The most recent publication available to us [7] focuses

on the server selection strategy employed by YouTube. The

authors conclude from their traces from the edge of five

networks that YouTube maps users to data centers based

on a smallest-latency policy, and point out reasons for non-

preferred accesses.

III. ARCHITECTURAL EVOLUTION

Initially, the World Wide Web was constructed rather stat-

ically. Similar to remote login sessions that dominated the

Internet before, web sites were each served from a single

server placed on hosting sites connected to the Internet. To

reach this site a user’s request had to cross not only his ISP’s
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domain but also often numerous transit domains between the

user and the server.

Nowadays, the appearance of the Web has changed dras-

tically. Over the past years, access bandwidths of wired and

wireless Internet connections have been steadily increasing.

This enabled new concepts in the Web. Pages are today often

set up dynamically using server- as well as client-side scripting

languages and extensively employ multimedia content. As a

result, the demand on the servers increased up to the point that

no single server could serve all request to a web site anymore.

This led to the development of various load balancing

measures. In the early days of content distribution, downloads

(e.g. large software packages) were predistributed to a set of

mirror servers. Any interested user could now manually choose

a mirror closest to his location and download from that server.

Content Delivery Networks (CDN), such as Akamai [8],

Limelight [9], or the Google network, which have shifted

into focus in the recent years, evolved from this mechanism.

By setting up dedicated DNS servers in their domain and

evaluating the IP address of the requesting users’ DNS re-

solver, a mirror server is selected by factoring in geographical

closeness, costs, load, or other factors. Content in the CDN

is replicated to data storage in relative closeness to or even

inside of access networks of Internet Service Providers. Thus,

the load on carrier networks is reduced.

To fulfill the purpose of content delivery well and serve

content consumers with acceptable performance even when

there is high demand, those networks have to spread out into

or near almost every ISP. This resulted in the emergence of

huge overlay networks and increasing portions of Internet

traffic originating from inside them. For example, Google,

YouTube’s parent company, now carries over 6% of the total

Internet traffic [10]. The topology of these networks is however

largely unknown to the Internet’s BGP routing. This could

pose difficulties to predicting or managing traffic volumes and

changes thereof stemming from CDNs.

In future one could envision a cooperation between major

sources and sinks of traffic, i.e. CDNs and ISPs, to collectively

manage routes and traffic volumes.

A. CDNs and DNS

The Domain Name System forms the basis of all web-

based CDN systems. For a regular website, the client asks

its responsible DNS server (which is usually located in the

ISP’s domain) to resolve the host name to an IP address. To

achieve this, the DNS server recursively queries the name

servers responsible for the domain name until an address

is finally retrieved [11] and transmitted to the client. CDN

operators manipulate their name servers to deliver addresses

in geographical closeness by factoring in the location of the

request’s source address, and answering with multiple address

to improve the load balancing. Moreover, the time-to-live

(TTL) of the name entries is intentionally kept short to be able

to quickly react to changing demands [12], e.g. 300 seconds

in YouTube’s case. This practice is also criticized as it could

negatively affect the performance of DNS [13].

IV. THE SEATTLE INTERNET TESTBED

Due to the distributed, large-scale nature of the YouTube

CDN to be measured, we consider a distributed measurement

facility. Our platform of choice is the Seattle Internet testbed

developed at the University of Washington [1], [2]. Seattle has

a number of properties that sets it apart from other testbeds

and platforms:

Diversity of nodes. In contrast to systems like PlanetLab,

Seattle does not require dedicated machines with good network

connectivity, but is designed to run as a background process

on devices such as smartphones and desktop PCs on heteroge-

neous, possibly mobile Internet connections. It therefore better

reflects load and network conditions as experienced by end

users.

Donated resources. For each node a user contributes to

the platform, she gains the rights to run experiments on ten

additional remote nodes in exchange. This allows for a great

leverage for experiments, and encourages users to donate

computational resources to the system.

High level of abstraction. Seattle executes programs in

a programming language virtual machine based on a subset

of the Python scripting language. The core API consists of

merely 31 functions, making it easy to learn the language.

Experiments are quickly prototyped and deployed on a broad

scale.

Safety through restricted access. In order to ensure safety

for the donors of resources, no low-level access is provided:

Experimenters cannot access arbitrary files, only the send and

receive calls of network sockets are exposed, protocols are

limited to UDP and TCP. Furthermore, network bandwidth

and CPU consumption are limited. In the following section,

we will describe how to perform measurements of YouTube

down to the network layer despite these restrictions.

V. METHODOLOGY

As indicated above, we deploy our measurement scripts on

the Seattle platform. Initially, forty nodes in eight different

time zones participate in the measurement campaign. Since

there is considerable regional overlap between these vantage

points, and we neither want to put too much burden on the

donors’ resources nor YouTube’s, the measurements pause

for a random amount of time chosen from the uniformly

distributed interval [0, 1800] seconds. Over all nodes, this

yields one measurement every 22.5 seconds on average. We

gather a number of metrics discussed below.

A. Domain Name Mapping

We knew beforehand from casual observations that YouTube

employs a set of different domain names. To learn about the

structure of hostnames YouTube uses, we download and parse

the HTML code served by the website manually. It is seen that

a number of different subdomains for different types of content

exist. Through forward and reverse domain name resolution,

we then map these names to IP addresses and back again,

uncovering a region-based names’ hierarchy that YouTube

employs.

32 Proceedings of the 2011 International Workshop on Modeling, Analysis, and Control of Complex Networks



B. Frontend Servers and Server Diversity

In the previous step, we noticed that www.youtube.com

(which we came to call frontend) resolves to multiple

IP addresses, and that these addresses change over time.

Therefore, we analyze on the vantage points which local

frontend IP addresses are currently visible using Seattle’s

gethostbyname_ex() call which queries the node’s de-

fault DNS resolver. The same lookup is performed for a video

cache server from which we download a video.

We refer to the number of different IP addresses seen on

one node at a particular instance in time as the frontend server

diversity.

C. Latency Measurement

On the Seattle platform, the Internet Control Message Pro-

tocol (ICMP), and thus ping is not available to experimenters

to determine the latency between a vantage point and a video

cache server. The TCP three-way handshake [14] (including

the API overhead) is timed instead.

A TCP connection is initiated by one host sending a segment

with the SYN (synchronize) control bit set. Upon this, the

other host answers with a segment that has the ACK (to

acknowledge the initial segment) and SYN bits set. When the

initiator of the connection times the interval between sending

SYN and receiving ACK, SYN, she then knows the latency

between her and the remote host [15]. To complete the three-

way handshake, a third message is sent to acknowledge the

second segment, so the remote side can also measure the

latency.

From the latency values between our vantage points and

the respective video cache servers, we cannot know whether

the latency variations occur in YouTube’s network or close

to the vantage point. We therefore also measure the latency

between all vantage points. If the latency from a given node

to all destinations varies at a given instance of time, we then

assume the root cause lies in networks close to that node. If

on the other hand there is no such synchronism, one single

host or cache server will stand out.

The TCP three-way handshake only works if the contacted

host is willing to open a connection on the used port. It

should answer with an RST (reset) segment otherwise. We

know that the Seattle’s Node Manager port 1224 is open on

all vantage points so that experimenters can contact the nodes

to upload programs, download data, query the node status etc.

For YouTube’s servers, we use the well-known HTTP port 80.

D. Loss Estimation

TCP implements reliable transmission between two hosts.

If the connection is already set up, segment loss is identified

by receiving duplicate acknowledgements from the receiver,

or by expiration of the retransmission timer, whose timeout is

set to track the current round-trip time of the connection. If

the connection is in the process of being set up, no round-trip

time is known, and the initial retransmission timeout (RTO) is

set to three seconds [16]. We can exploit this fact and count

the number of outliers among the latency values to estimate

the packet loss.

E. Sequence of Measurements

The sequence of measurements carried out at each node

is as follows. First, the latency to the other vantage points

is measured by timing four connection attempts to a known

open TCP port. Then, the frontend domain name is resolved.

A website including the URL to the actual video cache server

is requested from the first IP address returned from the DNS.

The HTTP headers and the website are parsed, yielding an

HTTP cookie and the final URL. At last, the video cache’s

domain name is resolved to an IP address, and the latency

to the server is determined. Each step is logged to a file for

offline analysis.

Apart from the latency measurements between all vantage

points, the steps performed are identical to what a user agent

(web browser) would do when a user visits YouTube’s website

and watches a video.

VI. RESULTS

Below we report on the results of our distributed mea-

surement campaign. The experiment ran on 40 Seattle nodes

for 26 days1, and performed more than 5 million latency

measurements and 70,000 DNS lookups.

A. Domain Names and IP Addresses

We categorize the domain names seen in URLs on You-

Tube’s websites as follows: Unique global host names, video

cache host names, static cache host names, and unknown types.

Global host names. Each YouTube server IP address has

one global unique entry in Google’s DNS servers. They are

encoded in the form of rα.βγsδ.c.youtube.com where

α is 1-24, β is an International Air Transport Association

(IATA) airport codes [17], γ is 01-16, and δ is 01-12. Note

that not all global host names can be resolved at all times. In

one test run we found 29 different IATA codes in the global

hostnames, yielding around 3,200 names total.

Video cache host names. Names of this type are used to

serve the actual video content to the user. A single video can be

served from different video caches. The resolved IP addresses

are specific to the region the user request originates from. The

name format is vα.lscacheε.c.youtube.com where ε

is 1-8. We were able to map the video cache host name to the

global host names discovered during one test run most of the

time

Static cache host names. These are used to host static

content of the website, e.g. style sheets, images, script files,

or the YouTube Flash player. As there is just a single sub-

domain, only one set of addresses per region is responsible

for this type of content. Names of this type take the form of

s.ytimg.com and i.ytimg.com.

Several other types of domain names in URLs can be

observed, but they are not used frequently and their use was

not investigated further.

1starting on Tuesday, January 4th, 2011
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Fig. 1. Number of frontend servers for Central European nodes
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Fig. 2. Number of frontend servers for East and West US nodes

B. Frontend Server Diversity

As discussed above, there are globally unique host names

and host names resolving to regionally adapted IP addresses.

The WWW frontend, www.youtube.com, is an example

for the latter. Overall, we found 356 different frontend IP

addresses during our measurements. Not every address is

available at all times. Figure 1 shows the number of available

frontend IP addresses over time for those vantage points in

the UTC+01 timezone, and Figure 2 has the same information

for U.S. nodes. Counts for UTC-05 and -06, i.e. Eastern and

Central timezones, are shown as positive, UTC-07 (Mountain)

and -08 (Pacific) as negative. The readings per timezone are

grouped by the hour of measurement.

Note the diurnal pattern in the results for each timezone.

Given that the main x grid in the plots denotes midnight

UTC+01 in all Figures, the local frontend server diversity is

highest in the early hours of the day for the Central European

nodes, dips around midnight (local time) for the Eastern part

of the U.S., and has a rather pronounced twelve-hour pattern

with the low values during the afternoon (local time) in the

Western part of the U.S.

To understand those troughs and peaks in frontend server

diversity that last for several days in a row, please consider

Figures 3 and 4. For these plots, the frontend IP addresses were

numbered sequentially, starting with the address occurring

most often. Where Figure 1 shows for example an increase

in frontend server diversity on day 15, followed by a return to

the previous base level three days later, the details in Figure 3

reveal that a new IP address block is introduced in parallel to

the existing one, and later takes over the duties completely.

Furthermore, a number of blocks with short uptimes are

� � � � � � � 	 
 � ���������������	�
�����������������	�


�

��

��

��


�

���

���

����

��
�
�
�
$�
�
�
�
�
�
%
%$
�
�
��
�
�
�
�
$�
�
$�

Fig. 3. Frontend servers for Central Europe

identified. These probably serve the peak load. Conversely,

some nodes are seen to vanish at the same instances of time.

We could only speculate on the operational necessities for this

control strategy.

C. Latency to Video Caches

The latency to the video cache server currently designated

by the CDN is subject to high variations. As an illustrative

example, consider the case of one Seattle node in Chicago,

Illinois (although similar incidents are seen on other nodes

as well). Figure 5 plots the latency between this node and
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Fig. 4. Frontend servers for East and West US nodes
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Fig. 5. Latency to the current video cache server for one vantage point

whatever video cache server was identified in the HTML code

of YouTube’s home page at the time of measurement. During

the first four days, the latency increases stepwise. It then stays

at a base level of 60ms but exhibits diurnal variations. On day

16, it suddenly decreases to one third and stays at this level for

the rest of the measurements, save for a number of outliers.

To find out if this is a result of the node’s or YouTube’s

network changing, compare Figure 6. The latency to all other

vantage points remains unchanged on day 16. On the other

hand, a small deviation not seen in the previous plot is found

here at midnight (UTC+01) on day 3, but this does not affect

all vantage points.

It stands to reason that the improvement in latency to the

video cache server lies within YouTube. Analyzing the video

cache server IP addresses that were resolved just before the

latency measurements (see Figure 7), we see that shortly

before day 15 ended, the test video indeed started to be served

from another server.

D. Estimated Packet Loss

The packet loss is estimated from the number of large

outliers (greater than 2.4 seconds) found among the latency

values. Of the n = 5, 319, 954 latency measurements between

� �  � � � � 	 
 � ��������������	�
��������	


�����

�����

�����

����

�
 
��
	


�
�
�
�

Fig. 6. Latency to all other vantage points
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Fig. 7. Currently available video cache servers for one vantage point

� � � � � � � 	 
 � ���������������	�
�����������������	�


����

����

����

����

����

����
������� �������������

�����

�����

 
�
��
!
�
��
�
�"
�
#
$
�
��
��
�
�
��

�

Fig. 8. Estimated packet loss

the vessels, l = 134, 370 were outliers. Each measurement

consists of two segments (SYN–ACK, SYN), and outliers

are assumed to cause resending of one of the two segments,

yielding an overall number of packets of 2n + l, of which l

were lost. The overall packet loss ratio is thus estimated to be

1.25%.

However, the estimated loss ratio is not constant over the

time of our measurement. Figure 8 shows patterns on different

timescales. First, there is a diurnal pattern again. Second,

the estimated loss increases during the first ten days of the
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experiment. This might be a result of New Year’s vacations

ending, and people returning to work, thus increasing the

overall network load.

As a result of the Seattle nodes running on university

machines as well as home user hardware, the number of

nodes participating in the experiment diminishes over time.

We therefore estimated the loss experienced by stable nodes.

Figure 8 also plots the estimated loss only for those North

American nodes that “survived” (were online for the whole

duration of) the experiment. The baseline is much lower now

(0.05%), with the mean at 0.1%. We conjecture that this large

difference to the overall estimated loss can be explained with

the surviving nodes being university and research machines on

network links with better quality than the typical end user’s.

VII. CONCLUSION AND OUTLOOK

We sketch in this paper how content distribution across the

Internet has changed from a single-instance single-location

multiple-transit architecture to highly distributed Content Dis-

tribution Networks located close to the users’ access networks.

We describe our distributed measurement campaign (using

the Seattle platform [1], [2]) through which we analyze the

structure and mapping to IP addresses of YouTube domain

names, count the number of concurrently visible IP addresses

for the frontend servers, explain temporal variations, measure

the round-trip time between our vantage points and cache

servers, pinpoint the cause of latency improvements through

comparison of latency and IP diversity metrics, and estimate

the packet loss for the participating nodes. Note that all

measurements are performed on the application layer.

The outcome of our work is twofold: On one side, we

present a methodology enabling interested parties to take a

user’s perspective on the performance of large-scale, highly

distributed network systems. Our methods can be implemented

without a need for specialized measurement equipment, access

to corporate infrastructure such as DSLAMs, confidential

data, etc. On the other side, the measurement results reveal

operational procedures in YouTube’s CDN. We think that ISPs

and mobile operators could use such information to improve

the cooperation between their networks.

For the future, we plan to look into the role and value of the

global host names for geo-locating servers and traffic flows.

Furthermore, we are interested in the download behavior of

the YouTube player, and want to experiment with additional

distributed application-layer based measurement methods such

as packet-pair bandwidth estimation techniques [18].
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“Dissecting Video Server Selection Strategies in the YouTube CDN,”
Purdue University e-Pubs, 2011. [Online]. Available: {http://docs.lib.
purdue.edu/cgi/viewcontent.cgi?article=1407\&context=ecetr}

[8] Akamai. [Online]. Available: http://www.akamai.com/
[9] Content Delivery Network — Limelight Networks. [Online]. Available:

http://www.limelightnetworks.com/
[10] “Google now second-largest ISP, carries 6.4% of Internet

traffic.” [Online]. Available: http://www.networkworld.com/news/2010/
102710-google-number-two-internet-traffic.html

[11] P. Mockapetris, “Domain names - implementation and specification,”
RFC 1035 (Standard), Internet Engineering Task Force, Nov. 1987,
updated by RFCs 1101, 1183, 1348, 1876, 1982, 1995, 1996, 2065,
2136, 2181, 2137, 2308, 2535, 2845, 3425, 3658, 4033, 4034, 4035,
4343. [Online]. Available: http://www.ietf.org/rfc/rfc1035.txt

[12] A. Barbir, B. Cain, R. Nair, and O. Spatscheck, “Known
Content Network (CN) Request-Routing Mechanisms,” RFC 3568
(Informational), Internet Engineering Task Force, Jul. 2003. [Online].
Available: http://www.ietf.org/rfc/rfc3568.txt

[13] P. Vixie, “What DNS is not,” Communications of the ACM, vol. 52,
no. 12, pp. 53–47, 2009.

[14] J. Postel, “Transmission Control Protocol,” RFC 793 (Standard),
Internet Engineering Task Force, Sep. 1981, updated by RFCs 1122,
3168. [Online]. Available: http://www.ietf.org/rfc/rfc793.txt

[15] Nmap – free security scanner for network exploration & security audits.
[Online]. Available: http://nmap.org/book/man-host-discovery.html

[16] V. Paxson and M. Allman, “Computing TCP’s Retransmission Timer,”
RFC 2988 (Proposed Standard), Internet Engineering Task Force, Nov.
2000. [Online]. Available: http://www.ietf.org/rfc/rfc2988.txt

[17] “IATA Airline Codes Search,” Resources available online at
http://www.iata.org/ps/publications/Pages/code-search.aspx/.

[18] J. Strauss, D. Katabi, and F. Kaashoek, “Measurement Study of Available
Bandwidth Estimation Tools,” ACM Internet Measurement Conference,
2003.

36 Proceedings of the 2011 International Workshop on Modeling, Analysis, and Control of Complex Networks



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.6
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Recommended"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


